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FOREWORD /3*

The present collection contains material from research into the
problem of the interaction of the atmosphere and ocean, including
experimental research aboard scientific research vessels and work
of a theoretical nature.

The first group of artlcles is devoted to the principles of
the establishment and work of the ship automated system for collec-
tion and analysis of scientific information aboard the sclentific
research vessels of the GUGMS (Main Administrationof the Hydro-
meteorological Service), equipped with computers. Thus, The papers
by Ye. P. Borisenkov, 0. M. Federov and I. A. Dyubkin discuss the
principles which form the basis of the ship automated system known
as SIGMA-s and its mathematical foundation. ' -

In the artilcle entitled "The Problem of the Organization of a
Coastal Coordinating and Computing Center" are given the fundamen-
tal principles of the operation of a coastal coordinating and com-
puting center under automatlion conditions. Specilal attention is
devoted in this article to the work of the coastal computer center
of the AANII (Arctlc and Antarctic Scientific Research Institute),
which simultaneously performs the functions of generalizing data
from Arctic and Antarctic expeditions and from observations at the
polar stations.

The articles by O. S. Zudin, B. A. Nelepo and V. A. Stepanyuk
describe the algorithms and programs for automated analysis of deep-
water hydrological information and the basis for the selectlon of
the interval of discreteness of measurements in a hydrophysical
field. The authors touch on several methodological problems in-
volved in making measurements at sea.

The second group of articles deals primarily with theoretical
works in which there is a discussion of the basilc principles in-
volved in the construction of hydrodynamic models of the circula-
tion of the atmosphere and ocean, as well as methods of obtaining
and analyzing hydrometeorological information.

The article by Ye. P. Borisenkov 1s a description of the small
parameter nonadiabatic model of the circulation of the atmosphere,
based on the integration of complete equations and taking into ac-
count the l1nfteraction between the atmosphere and ocean. His next art-
iecle is a description of the small-parameter model of a stationary

#Numbers in the margin indicate pagination in the foreign text.
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and non-stationary circulation of a barocliniec ocean which is inhomo-
geneous by depth. Recommendations are given in connection with the
integration of the equations obtained by using certaln analogs
with the integration of equations for atmospheric elreulation.

A. P. Nagurnyy presents a simplified method for estimating- /4
the heat fluxes on the subjacent surface on the’ ba81s of data from *_
a synoptic analysis.

The article by Z. G. Savechenko and V. R. Fuks subjects the
behavior of internal gravltational waves to analysis.

The last two artlcles deal with the results of several experi-
mental research projects. Z. P. Galakhov describes the results of
a calculation of the fluxes of outgolng radiation with consideration
of cloud cover on the basis of mean monthly data; T. I. Bazlova -
suggests one possible approach to the sclution of the problem of
restoration of the molsture profile in the atmosphere with respect
to the vertical temperature proflle

The collection 1is intended for a wide circle of specialists,
working on both the theoretical and research level,and in
physics of the atmosphere and ocean, as well as the scientific workers,
englneers, the members of expeditions aboard sclentific research
vessels, those lnterested in the automation of the collection and
analysis of ship information. The collection may be valuable to
students 4{n senlor courses at the unlversity and graduate students
' Dnecia1121ng in meteoroclogy and oceanology, as well as those working
in the operational wunits of the hydrometeoroclogical service. The
collection will also be of some interest to those persons who are
concerned with the development of apparatus to be installed aboard
scientific research vessels.

iv
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AUTOMATED SYSTEM FOR MEASUREMENT,_COLLECTION; . /5

AND PROCESSING OF HYDROMETEOBOLOGICAL"DATA'ABOARD
. SCIENTIFIC RESEARCHE VESSELS OF THE GUGMS* (SIGMA-s)

Ye. P. Borisenkov

- and '
0. M. Fedorov

At the present time, there has been a significant increase 1in
interest in studying the world ocean, not only in the U.3.5.ER.
but in many other countries as well (U.8.4., Great Britaln, France,
Japan, Canada). -An important role in this connection is played by ‘
the large scientific research vessels (SRV) which are equipped with
all necessary technical equipment for measurement, collection and
analysis of hydrometeorological data. The study of the oceans 18
of interest to a great many different disciplines, with particular
emphasis on the solution of its problems, and in the final analysis
this is reflected in the composition of the ship measurement
complexes, planning of expeditions, and so on. Recently, a tendency
has been noted toward the development of partially or completely
automated ship measurement and information complexes for the collec-
tion, analysis and utilization of scientific data. The ship automated
systems, intended for use aboard the scientific research vessels
of the hydrometeorological service, also have some specific features
whieh preflect the problems which the service faces. :

As we know, the principal task of the hydrometeorologlcal service
is the development of reliable methods of hydrometeorologlcal '
forecasting, especilally long-range forecasting, and the prompt
provision of necessary hydrometeorological information to interested
consumers on a global scale. Thils has been reflected in the plans
for carrying out such large international projects as.the World .
Weather Watch (WWW) and the program for global studies of atmospheric
processes (PGSAP). In these plans, particular emphasis is placed
o the study of the interaction between the atmosphere and the
ocean, and on extracting information from fThe leaat observed reglons .
of the ocean. '

Large sclentific research vessels (of the "Professor Vigze" type),
equipped with computers and modern measuring apparatus, are floating -
institutes in the true sense of the word; they are capable of taking
part in the performance of complex studies of large scale scilentifilce
and economic problems, and in many cases of solving independent
problems. Obviously, in addition to the problems related to the

I,
Tpanslator's Note. GUGMS = Maln Administration of the Hydro-
meteorological Service of the USSR,



solution of forecasting difficulties, the SRV must carry out a great
deal of work in the comprehensive study of the depths of the oceans
and the atmosphere above them. '

However, the tasks of the hydrometeorological service and /6
the weather forecast in particular, place particular emphasis on -
the problem of the study of the interaction between the zaseous _
and liquid envelopes of the Earth, which is taken into account in
the development of their measurement equlpment and programs for tne
operation of the SRV of the GUGMS.

Among the sclentifilc programs which it is proposed to solve by
means of scientific research vessels the following are the most
important [12]:

(1) Study of the physics of the interactionof the atmosphére
and ocean in the boundary layers;

(2) Study of the thermodynamic processes throughout the entire
depth of the ocean, with determination of the physics of the formation
and characteristics of boundary layers;

(3) Study of the processss in the atmosphere above the ocean,
including the formation and characteristics of the boundary layer
of the atmosphere, flelds of humidity and eloud cover above the
ocean;

(4) Study of the way that the radiant energy from the sun
and the radiation fileld react with the ocean and atmosphere above it
(keeping in mind that the ocean is the principal source of formation
of humidity and cloud cover fields which are responsible in the main
for the absorption of short wave and long wave radilation);

(5) Determination of the degree and influence of the ocean on
theatmosphere and its reverse action on the ocean in specific geo-
graphical reglons and at different seasons.

The measuring instruments which exist at the present time are
unable to solve all of the problems listed above. This raises the
necessity for developlng the necessary instruments on the basis of
well-founded technical requirements to be placed on them. However,
the apparatus now aboard research vessels can provide such a large
quantity of iInformation that it cannot be effectively utilized irf
i1t must be analyzed manually. A scientific research vessel of the
"Professor Vize" <type alone will collect up to 10* bits of data
in the course of 3 100~day expedition at sea. Equipping the
vessels with equipment for studying the miecro structure of the
hydrometeorological fields in the ocean or atmosphere ahove it
increases the volume of information gathared to 109-1010 bits.



Computers'aboard the large research vessels can ease the
situation somewhat but do not change the basic situation, inasmuch
as the principal problem of automation of the analysis of any
information is that the methods of recording the data do not allow
. it to be stored'immediatély in a computer [5, 7]. These factors
also make it necessary to develop as s00n as possible automated
 systems of equipment to be used aboard scientific research vessels
for the collection, transmission and analysis of hydrometeorological
data. ' ‘

At the present time, GUGMS vessels of the "Professor Vize" /7
type have seven hydrometeorblogical measuring complexes (MC):

(1) A hydrological system, intended for studying hydrological
fields of the ocean from the surface down to the bottom;

(2) A hydrochemical system for chemiecal study of the ocean from
the surface to the bottom;

(3) Meteoactinometric system for measuring and assessing
meteorological and actinometric data;

(4)‘Aerological syStem, for studying the free atmosphere from
sea level to altitudes of 35-40 kilometers;

(5) The radiochemical system, for determining the concentration
of radioactive isotopes in the atmosphere;

-(61 The rocket method, for sounding the upper layers of the
atmosphere; '

(7} The satellite system, for receiving data from meteorological
satellites that use the direct transmission system.

In addition, a number of these measurement systems have been
developed in the course of specific voyages for solving problems of
a limited nature. The ship computer center (8CC) which consists of
a "Minsk-22" computer, is Iintended for analyzing the results of
research and solution of routine problems. :

"Without golng into detail about the parameters which are megsured;
or the ranges, accuracy, space-time discrzteness, methods of measure-
ment and recording for 2131 of the systems, let us establish a
classification of the types of information that will be based on the
characteristices of the observations and the methods of recordlng:’

(1)‘Visua1 obSer%gtibﬁs and manual reéording of results (logs
and notebooks); E



(2) Instrument observations in the laboratory and manual
recording of the results; '

(3) Instrument observations in situ and manual recording
of the results; ' '

(4) Instrument observations in situ and automatic recording
of the results in a form which is unsuited for inputting into a
computer 1nput (graphs, printout,'photography);

of the results on a technical information medium in a machine code
or direct transmission of the data to the computer memory.

(5) Instrument observations in sltu and automatic recording

.The latter form of recordinginformation is by far the most
preferable for subsequent analysis in a computer. At the present time,
the vessels of the GUGMS are carrying out all of the observations
listed above but only the MC rocket satisfies the requirements
of the latter type. The system for the collection and analysis of
hydrometeorological data aboard secientific research vessels have
the following characteristics:

(1) The collection subsystem consists of a great many instruments
and measuring devices which are extremely diverse interms of the
physical principles of measurements on which they are based and the
methods of recording;

(2) The electrical methods of measuring hydrometeorological £§
parameters employed in the measurements far from exhaust their
possibilities, since the recording of the measured values is carried
out manually (entries in logs of a specific kind), and it is only
in certain casesthat recording is extended to the automatic plotting
of graphs;

(3) None of the recording methods (with the exception of record-

ing In the MC rocket) allows computer analysis of the data without
preliminary tediocus preparation, which leads to a minimum efficiency
of computer use.

With the existling measuremeht system, the scientifle research
vessels of the GUGMS. are not vet being used sufficiently for solving
the problems of the interaction of the atmosphere and the ocean. At
the present time, due to the lack of measuring instruments, almost
ne work is being done on such tasks as the following: '

(a) Study of turbulencé in the layer of thé*atmosphere nearest
the water;



(b) Study of turbulence in the active layer of the:ocean;

(c)‘Study of the pattern of spatial variation of the physlcal -
and chemical fields of the ocean;

(d) Invéstigation at a single polnt of the time changes 1n

the physical and chemical parameters of the ocean for a
prolonged period; . ,

(e) Study of the spectral characteristics of the transparency
of the atmosphere above the ocean, measurement of the incoming-
outgoing radiation on the short wave, visible, infrared, submillimeter
and microwave ranges; . : :

(f) Comparison of the varlations in the fields of physical
parameters of the atmosphere and ocean and the study of their inter-
action. . » o , : .

Dﬁfihg.the.last decade, work has been conducted both in the
Soviet Union and abroad on the development of ship automated informa-
tionsystems. .Several of them have been built and used.l

In order to describe the general characteristies, we will discuss
several systems used in the U.S.A.. The ODRS system, which was installed
in 1963 aboard the research vessel "Chaine™, is designed for working on a
real-time scale. It consistsof an IBM-1710 control computer, an analog-
code converter block, an external memory device and a system of measuring
devices. The system provides for manual input of data onthe ship's
position, the depth of the ocean, observatlon time, and soon, The com-
puter automatically receives data from the log, gyrocompass, gravimeter,
magnetometer, echo sounder and hydrologlical sensors. '

The SSS system is intended for the collection and recording
of oceanographic data with the ship traveling at speeds up to 15 knots
and on drifting stations. It includes a set of measuring instruments,
a distributor block, devices for analog-diglital conversion, input
and output devices, recorders of raw and analyzed information, and
a control panel. .In addition to the above, the DATAC , "PRODAC-510" /9
and other systems are used in the United States. They are also .
intended for automation of the collectlon, recording and initial
processing of oceanographic data in particular. Similar problems
are solved by automated data systems 1ln Canada and Japan. .

One of the first automated systems for collectlon . and analysis
of hydrological information in the U.S.8.R. wasg developed at the
Marine Hydrophysical Thnstitute of the Academy of Sciences of the
Ukrainian $.S.R. -1t consists of three main parts: .

77 & detailed survey of the systems will be found in (3, 111.



1. A subsystem of measurement devices, including onboard MC,
outboard sounding devices and autonomous buoy MC. The measuring
systems allow the collection and transmission of data to a subsystem
for initial processing.

2. The subsystem for the initial processing of data and the
operative control of the subsystem for measurement devices (based
on a computer).

3. A coastal subsystem for the analysis and documentation of ‘
outgoing data, planning and control of expeditions. (developed on the
basis of a coastal computer center, CCC).

The experiernce of the Marine Hydrophysical Institute of the
Academy of Sciences of The UkrainianS.3.R. in the development of
automated ship information hydrological systems allows the follow1ng
conclusions to be drawn:

1. The system consists of measuring and data-computer systems
of apparatus that carry out certain functions in the process of
measurment , collection and analysis of data;

2. The systems are linked by a single unified digital representa-
tion of data at the output;

3. In the course of the experiment the computer is used for
primary analysils and information for the purpose of checking its
operations;

4. The final analysis of data is carried out at the CCC, which
combines and documents the data that have been collected and uses this
as the basls for planning and controlling marine expeditions.

More details on the problém of automation of marine studies
and their solution can be found in [4, 5, 6, 9].

It is clear from this brilef survey that individual principles
in the development of ship automated systems, even on the scale of a
single country, are handled in different ways. This is due primarily
twthe specific nature of the problems to be solved, the makeup of
the measuring systems and thelr role in the process of scientific
evaluation of the data. However, certain principles which form the
basls of automated systems allow any other automated medsuring
systems to be connected to them.

The staff working on the automated system for use aboard the
GUGMS vessels concluded, in the course of its preliminary scientifie
and methodological work, that 1t was necessary to try to build
a single automated system for the collection and analysis of data on
the scale of a single vessel equipped with a computer, in view of the

compactness of shipbecard communication 1ines.'



However, the development of individual automated measuring /10
systems, from which the members of the expedition can transmit a
technical carrier with data for analysis at the SCG (Ship Computer
Center ), will not completely solve the problem of automation of ma-
rine studies. The development of a single ship automated information
system with internal feedback will make it possible not only to in-
crease the feasibility of the collection and analysis of scientifice
data, but also will optimize the processes of controlling these
studies on the basis of a broad inftroduction of machine methods of
analyzing the results (1]. o

Inasmuch as the automated hydrometeorological system 18 belng
develoned under conditions when the actual recording of the data 1is
not provided in-a forn convenient for_machine'handling, it is planned
to to ahead with its development in two stages.

The first is the automation of iInformation collection, i.e., the
development of automated measuring systems, from whose cutput the
researcher can gain information on the technical carrier in a form
which is convenient for machine processing, without taking into ac-
count other convenient methods of recording and the development
of the necessary programs for machine analysis of this data. Such
automated equipment will be used aboard all the research vessels,
even those which are not equipped with a computer. The data which
is obtained from the automated measuring system aboard the ships
that are not équipped with computers wlll be processed at a coastal
computer center. ' - '

The second approach is a marriage of the automated measuring
devlces withthe computer through devices for interfacing and the
development of a scftware system for the automated information
system based on . programs for analysis of the information,
also including a control program. This stage of automation is only
possible aboard vessels that are equipped with computers. '

Let us diseuss brlefly the fundamentals of the construction of
measuring and data complexes for ships automated systems known as
sIoMA-s, intended for the sclentific research vessels of GUGMS. Let
us examine fimst of all the name of this system: In Russian, the
Jetters SIGMA-s represent the words "System, information, hydrometeoro-
logical, automated; ship's’. The measuring apparatus of the SIGMA-s,
in accordance with the specific nature of 1ts purpose, is composed
of the following units: meteoactinometric, aerologlical, study of
small-scaleinteraction of atmosphere and ocean, vertical sounding
of the atmosphere by optical and radiometric methods, obtaining
information from metecrological earth satellites, nydrological rocket,
navigational systems of apparatus for linking the ship's automated



systems and the 3CC, the shlp computer center.

The measuring systems of the SIGMA-s are divided into two types,
according to procedure: : : T

The systems for carrying out standard observations, such as
measured parameters, range, accuracy, and discreteness both in space
and time, are based on standard methods that are employed aboard the
research vessels of GUGMS at the present time. ' '

The systems for carrying out scientific research in accordance /11
with specifically stated problems. To develop a method of investiga=-
tion, a short time is required to obtain a deliberate excess of data
so that 1t can be used as a basis for determining the optimum
frequency of observations and other characteristics. 1In this case,
the requirements imposed on the MC (Measuring Complex) designated for

observations can be made more specific.

The technical task for the development of automatéd measurement
and information handling apparatus with subsequent incorporation in
the SIGMA-s bollsdown to the following: :

1. Intreduction of electrical measurement of physical parameters;
2. Unification of the output signhals, both digital and analog,

3. All data to be recorded is recorded in a technical carrier
in a form which 1s convenient for direct input into the computer;

4. In addition to the development of new measurement systems,
modernization of the existing ones;

5. wMaximum unification of the block diagrams of the devices
for convenience of use and modifications. '

There are three ways to automate the collection and analysis of
sclentific data ordboard ships:

1. To equip the scientific research vessels with computers and
measurement systems in which the recording of data is carried out
with a technical carrier in a machine code. The information is fed
into the computer from the technical carrier, received from the
measurement systems through an input device (ID) on the computer.

2. Combination of the MC and the.Tirst version of the'computer
with addition of central controlled devices and a unit time block
to the automated system. However, differences in the technical



ﬁolutions adapted when constructing the measuring devices, the
devices for coupling the measuring systems and the computer,
will reguire the use of matching devices to combine the systems.
This yill lead to unnecessary complexity of the system as a whole.
Wheant is necessary to modify individual measuring systems or to
add new ones to the system, tedious experimental deslgn changes will

have to be carried out.

|

1

3,  To develop for ship automated information systems a unified
measuring and information apparatus. To connect all the measuring
systems with the ship computer and with each other if necessary. The
need for a single form of representation of the data 1is retained.
Inthiscasé, the system will be more unified: the modules and assemblies
of the apparatus will be bullft on the basis of a single system of
logical elementswhich will facilitate its use and will make it
possible to builld typical blocks and assemblies for the reallza-
fion of the working algorithms of the various measuring systems.

It is also possible to achieve a unification of the algorithms

for the function of the measuring devices. Standardization of /12
the blocks and assemblies will allow standard monltoring of the
function of the apparatus which will in turn facilitate the
detection md elimination of problems, and will allow individual

MS to be reconstructed without addlitlional research and development
expenditures and to add new ones.

Experience in automation of the collection and analysis of
hydrometeorologlical data shows that the measuring devices must
employ electrical measuring converters in one of the initial
branches of the measuring circuit, and then there must be an analog-
digital conversion of the  electrical signals into machine code., All
the conditions of the fifth type of observation are satisfied.
However, at the present time there are no realistic possibilitiles
of translation from the first to the second or from the second to
the fifth for certain types of observatlons (for example, for
observations of cloud cover or weather phenomena, or even for
hydrochemical observations), A similar opinion has already been
expressed in [10]. Thus, the absolutization of the requirement
for the observations of the fifth kind will postpone the automation
of collection and analysis of hydrometeorological data for an
unspecified period of time.

mherefore, the block dlagram of the M3 must combine the fifth
type of cbservation with manual input of certalin parameters whose
auteomatic measurement is impossible. With an insignificant rate of’
input of hydrometeorological data (in comparison with the high speed
of a computer) and the need for accumulating a significant volume
of observations for analysis, 1t 1s not advanfageous to use hydro-
meteorological information for input into a computer on a real-time



scale. It does make sense to combine the measuring system with the
computer through a device for buffer storage of information. Taking
into account the necessity of formation of complex assemblies from
diverse hydrometeorological data, and at the same time suppressing
the information which has a random statistical nature, it is neces-
sary to provide in the apparatus, for coupling of the measurements

and the computer, analysls blocks and primary analysis of information.
All of the more complicated forms of analysis of the data gathered

in the course of the experiment, extending to its complex evaluation
and the preparation of the results for documentation, are carried out
by the ship's computer center.

The information cybernetics system of individual automated
systems and the SIGMA-s as a whole, as well as the cybernetic
system of control of the experiment, should advantageously be
constructed along the following guldelines. The information cyber-
netlc systemof the MC has two versions: for a complex which is
capable of operatlng without an output to a computer and for a
complex which is connected to a computer.

In the first case, the output of the measuring system gives to
the user data which are suitable for use in practical work. For
this purpose, the MC must carry out some data processing for the
purpose of convertlng it 1into natural physical values. The informa-
tion cybernstics system of thelMC for the first version must
correspond to the system shown in Figure 1 [1].

In any case, it is advantageous to carry out the analysis of /13
the information coming from the MC on the ship's computer, so that
the information cybernetics system can be simplified by excluding all
of the processing blocks and thelr connections. All that ig left 1s &
flow of unprocessed information.

The information cyberneftics system shown in Fig. 1 is similar
in all respects to the system for combining the measurement devices
with the ship's computer (in the following, it will be referred to
as KIOSK--~the Russian letters stand for Complex for Information
Exchange with Ship Complexes). The data on entering the KIOSK from
the Mg may be stored 1n the computer without being accumulated in =z
buffer memory. If it 1s necessary to formulate a mass of diverse
information for input into the computer, the data which enters the
KIOSK undergoes a sorting process. When it is necessary to compress
the information for input into the computer, the data arrays that
result pass through a statistical analysis.

On the basis of the principles outlined above and in accordance
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Fig. 1. General infermational cybernetic diagram of an object.Key: (a)
incoming information; (o) unprocessed information; (¢) outgeoing '
information; (d) information being processed; {e) resultant
information; (f) original information; (g) processing of information;
(h) intermediate information. ' :

with the principles of construction of automatic measuring systems,
[8], a block diagram of SIGMA-s5 was put together (Figure 2). The
SI0MA-3 Dbreaks down into six blocks:

SIA-Ship measuring devices;

ATK—Autonomous measuring complex; - :

KI0SK-System for information exchange between ship complexes;

0S AK-Devices for exchanging information between ship and
autonomous (automated) complexes;

SCC-Ship computer center;

CCC-Coastal computer center.

The algorifhm for the operatlion of each automated complex is
constructed in such a fashion tha@ without excluding the pdssibllity
of autonomous operation of the measuring devices, a posslbility
exists of combining atl of the automated complexes into a single

system.

Let us examine the algorithm of the operation of a measuriﬁg.'/15
apparatus and the block diagrams which perform these algerithms.
Figure 2 shows these block diagrams represented by 1 and 2.  The
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Figure 2--Structural diagram of SIGMA-s (a) SIA; (b) KIOSK; (c¢) sCC; (d4) ccc,
(e) AIK-2; (f) AIK-1: (g} prellminary processing of data; (h) complex processing
of data; (1) decision on the correspondance of the results of the observation to
the set goal; (j) output of operative data; (k) documentation of the results of
the analysis (ipeluding on the technical media), (1) primary processing of

data; (m) storage of intermediate information; (n) fingl analysis of information;
(o) planning and control of expedition; (p) systematization,documentation and
storage of information; (q) power supply for the computer;  (r) computer memory.

.
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sequence of the measurement and the conversionaof the results 1nto
the macnine code is the same in both cases:

BIP—Block for measurement conversion. Transforms the phyéicai
parameter into electrical value. -

BKD-Block for switching sensors. Feeds electrical signals from
sensitive elements to analog-digital converters. '

BIK-Bloek for measurement and coding. Performs analog-digital
conversion of electrical signals. :

) BKR-Block for switching of registers of analog-digital convert-.
ers. Connects'output,registers of the latter to the recording device.

BPKN-Block for transformation into the carrier code. Converts
the information from the ATsF (Analog—dlgltal converter) code to the
recorder side.

BZPmRecording block. Records measured parameters.

BFK-Block for monitoring function. Checks operation of modules ‘"
and blocks of automated apparatus. ‘ - '

In addition, the SIA must also include:
BPRU-Block for programmed and manual control

BDI-Block for additional information which makes possible the-'
input of service characteristics and parameters. '

BRV-Block for manual 1nput, allowing input of parameters whose
measurement is still impossible to automate. .

BVKGR-Block for visual control and graphlc recording Takes carenof
graphic form of recording of measurement data.

AIK includes the BPTU-the block for program control and remote
control. It contrcls the operatlon of the AIX and changes the
operating program on command from the SRV

The measurement . complex,which is constructed according to
this block diagram, will be composed almost completely of unified.
modules and blocks, with a single system for output electrical
signals from the primary measuring converters and will completely
satisfy the requirements placed upon it. :

The autonomous measuring system must have a coupling apparatus



vetween the AIK and the ship computer. This coupling is accom-
plished by a2 complex for exchanging information between the ship
and the autonomous complex of the AIK-2, whose block diagram is
shown 1in Figure 2. The ATIK-~-2 works according to the following
algorithm: ‘

(1) Receipt of information from the AIK-1 and the formation of
appropriate code reports (performed by a block for information out-
put, BZI);

(2) Transmission of informaticn to the vessel and receipt of
commands from the SRV (this is accomplished by a telecommunlcatlon
device, BTS, located in the AIK-1);

(3) Receipt of 1nformat10n aboard the SRV and output of control
51gnalsto the AIK~2 (this is accomplished by a telecommunications
device called BTS, mounted aboard the ship);

Recording of the information received on a technical carrier /¢
in a form which is convenient for computer input -
(carried out by a device for recording information called BZP);

(5) Checking the received Information to excelude false or
erroneous material, the percentage of which may be very high when
there 1s noise in the telecommunications channel (this is carried out
by a block for monitoring the data, BKD);

(6) Data input into the computer (carried out by a device for
daka input, UVV; it is advantageous to use a table device for in-
put into the computer).

A simlilar measurement complex solves the problem of automatlon
of the collection and recording of hydrometeorclogical data on the
techniecal carrler in a form which is convenient for input inte the
computer, and consequently, for the preparation of data for machine
processing.

In order to automate the control of the experiment and the
complex handling of the scientific information collected by marine
expeditions {(for example, for an operative evaluation of the results
of a glven experiment), it is necessary to collect and transmit the
data to the computer in order to achleve centralization and to
create a complex of devices for information exchange between the
measuring complexes aboard the ships with computers and with one
another, thus combining the ship's automated devices with the
systemn.

The complex of devices for coupling must carry out the function
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of contreliling the system and if the capacity of the computer is
small, it tust carry out the analysis (for example, statistical)
and documentat;qn of the data.

In its géneral'form5 the algorithm of the complex of information
exchange of the ship complexes, made in the form of the bloek
diagram shown in Figure 2, 1s as follows:

1. Connéction of the measuring complexes to the device for
buffer storage UBN (carried out by a switch on the measuring assem-
blies KIK and,if necessary,a block for code conversion BPK);

2. 'Buffer storage of the information (carried out by the UBN);

3. Recording of initial information on a.permanent medium
{carried out by the data output block);

4, Transmission of the Stored information to the computer
{carried out by the UBN and the switch on the buffer storage KBN
which controls the UBN);

5. Retrieval of the analyzed information from the computer
(carried out by the UBN and the KBN);

6. Registration of the analyzed information on a
permanent medium, documentation of the data according to the
established format carried out by the BVI and if necessary with
participation of the converter block of the code-analog BPKA for
plotting of graphs);

7. Performance of the analysis and several forms of handling of
the data (carried out by the block for analysls and initial process-
ing, BAPO)}; . '

8. Control of the operation and execution of the time synchroni-
zation of devices and blocks in the KIOSK and the ship measurement
complexes (carried out by the block for programmed and manual Y
control BPRU and the time bloek).

The machine time of the ship computer will be used mainly for
calculation, since the input and output of the data 1s carrled .
out through the buflfer store of the KI0S8i{. The characteristic of
the "Minsk-22" computer installed aboard the vessel 1s that, it
cannot simultaneously solve problems and recelve large amounts of
informatidn on a real-time scale. In addltion, in the "Minsk-22""
computer the volume of the MOZU (Internal Magnetic. Storage) i1s small,
and the high-speed operation is ten-fold less than in computers that have
been developed recently. KIOSK compensates for the shortcomlngs of auto-
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mated hydrometeorological systems, namely, the slow input of data fram
primary sources and the necessity for accumulating for processing
large volumes of data that is diverse to a certain degree.

Connecting the measurement systems through a coupling apparatus
with the ship's computer increases considerably the efficacy and
completeness of data handling. The ship's computer, when feedback
and BPRU are present in the KIOSK, can control experiments that are
in progress and calculate model theories and hypotheses that are
being checked. For this purpose the ship's computer must have some
sort of archive and a system for information retrieval. Hence, we
are justified in speaking of a ship's computer center organized on
the basé of the ship computer and supplemented by complexes of -
data handling between the ship complexes and a complex for. 1nforma—
tion exchange between the ship and autonomous complexes.

Due to the problems that are faced by XKIOSK as the
center ror switching messages possessing the necessary univer-
sality for collectionand preliminary analysis of the data, it is
desirable to use a small digital computer.

The block dlagram of the "Minsk-22" corresponds 0 the bloek:
diagram of a computer and therefore has not been shown. Functions

carrled out by the SCC are shown in the general diagram (see Flgure 2,
position 3). :

The presence of the SCC aboard scientific research vessels does
not exclude the need for connecting the flow of information collected
by the ships to the CCC (see Figure 2 position 6). The problems
solved by the CCC are much widerin scope than the problems handled
by the ship's computer center. Its development is planned on the
base of the "Minsk-22" computer.

The principles for building ship automated systems for collection
and analysis of hydirometeorological information aboard the SRV of
the GUGMS, discussed in this article, can be carried out in the
form of technical tasks for the construction of bloeks in individual
complexes of systems which are in a state of preparation.
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‘SOFTWARE FOR THE SIGMA-s ’
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I. A. Dyubkin

In view of the equipping of sclentific research

vessels of GUGMS with modern digital computers of the "Minsk-22"
type, it has become possible to automate the process of initial
processing of scientific information. An advanced project for a
ship information hydrometeorological .automated system called -
SIGMA~s showed the basic ways of solving the given problem [2].
For an effective introduction of SIGMA-s into -practice of
hydrological meteorological investigation 1t 1is necessary to

have appropriate software for all_ hydrometeorologlcal systems
of the SRV.

The scientific informatlon which 1s stored aboard the ship in the
measurement complexes (ITK) may be divided into two forms: con-
ditionally determined, obtained over rather long intervals of time
and space (several hours and hundreds of kllometers, respectively),
and random, obtained during time changes of less than an hour and
extending w1th1n the limits of several nundred meters. The
gscientific information of the first kind is basic for, the operatlonal
and scientific activity of forecasting and for scientlflc centers.
This information lends itself to long term storage.

Random information is used for studying the nature and mechanism
of small scale turbulent processes in the hydrosphere and atmosphere,
as well as for evaluating the accuracy and discreteness of the
observations. In our opinion, it is not advantageous and practically
impossible to achleve long term storage of all random information
which may be obtained by activating the technical complex of
automatic information SIGMA-s [2]. In this case, the volume of
the scientific data which is obtained from research vessels may
increase practically without limit, since the time Interval _
between the observations will measure fractions of a second. How
much of this information must be less than the long term storage
and how much must be destroyed after appropriate analysis, com-
pression and accumulation of the original data wlll be known after
a more prolonged utilization of any random information in practical
and scientific applications. '

We shall present rough estimates of the area required and the /20

amount of machine time for the "Minsk-22" computer required for the
storage and processing of data from a 100 day voyage of a single
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research vessel of the "Professor Vize ! type.

. Yolume O? . ' Area for punched
Type of information Information cards . m
bits >
Maximum Average Maximum Average
Conditionally determined 107 10° © 0.07  0.007
Random _ s 1011 .108 , 700 0.7

It follows from the above data that no difficulties will be
encountered 1n the storage and initial processing of the data
with a volume of up to 4:107 bits. In the event that the volume of
informationzincreases due to random information up to 1014 bits,
about 700 m™ will be required for:ftorage of this data on 80 punched
cards with columns (E ¢), or 10 m® of storage space for microfilms
(m’f) and about 5.10° hours of machine time for 1ts analysis {(in calcula-
tions on the "Minsk-22" .computer). Note that these figures
represent an &stimate of the lower limit of the extent of these
parameters: 4t is assumed that one punch card can take ten cubed
bits, which is greater than the actual situation; 0.5 hour of
machine time for analysis of 10" bits is evidently not an excessive
value. Storage of 106 punch cards requires 7 square meters or 0.1
m® for mierofilm [10]. These figures show that the volume of
information from one voyage practically cannot exceed 108 bits.

It follows fromthesyabove that in order to analyze random in-
formation on the SRV it is necessary to establish special analog
devices (correlometers,etc.); it is not advantageous to store all
of the random information for a long period of time, and it should
be collected only for the solution of a specifle scientiflic
problem. Extreme, particularly interesting data must be stored
in the original form, most of it being accumulated
by means of calculation &f correlation instructional functions,
spectral density, as well as the parameters of distribution and other
methods of compacting information.

Hence, in the first stage of automation, in addition to
developments of algorlithms and technological systems for initial
processing of scientific data on the SRV, it will be necessary to
have the following: ' ‘
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a) To determine the optimum volumes and forms of information
suitable for prolonged storage;

b) To determine what type of processing aside from initial
processing of the original data should advantageously be conducted
with the SRV digital computer and what kind should be carried out
at the coastal computer center (CCC).

‘Let us examine the software System for the SIGMA-s 8, At the present
time,  there are some papers which have been devoted to the
translatlon of analyses of indlvidual forms of scientiflc informa-
tion on a ‘digital computer [16]. However, both the technological /2%
systems and the algorithms for the solution of a specific problem
do not excliude completely the role of manual labor in the process
of primary. processing of observation results.

By the primary processing of the results of the observations,
wWe mean: ‘

- Introduction of necessary corrections and coefficients;
- Interpolation for standard depth and altitudeS'

~ Isolation of special points and layers in the dlstrlbutlon of
hydrometeorologlcal elements along the vertical;

'~ Smoothing of the 51gnals arriving from sensors in two and
three dlmen81onal space

- Obtalnrng.the corresponding derivational characteristics
(geopotential with respect to temperature and pressure, etc.);

— Critical analysis of the results obtained (detection and
correction of random and systematic errors);

- Obtalnlng establlshed forms of representatlon (tables, graphs);

- Preparing the results of the observations for entry on a
permanent medium DNI (compaction, coding);

- Recording of the 501ent1f1c information on the DNI (punched
cards, microfilms). : 7

The complexity of these coperations indicates that antomation
of the process of primary processing of the results of the obser-
vations cannot be viewed as a normal technical problem. The solution
of such problems as the interpolation for standard altitude and depth,
smoothing, determination of particular points and layers, as well as
a critical analysis of the results of the observations regquires
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the designing and carrying out of special studles.

Taking into account the complexity of the design and operation
of the SIGMA-s [2], software for this system should be imple-
mented 1in two stages. _ :

At the present time, it is possible . to put into practice for
the purpose of hydrometeorological investlgations programs for ma-
chine analysis of sclentifiec data which free the observer from
monotonous manual labor but do not solve completely the problem
of automation. It is primarily the elements of primary analysis
whose algorithms have been sufficiently well developed that are
subJected to automatlion: Introduction of correctiagns, calculations,
in some casesyinterpolation and the basis of critical analysis,
as well as the obtalning and printing of the established forms of
representation of the results. of observation. The technical
dlagram and the programs must be put together with an eye toward
the posslbilify of their further improvement untll ¢omplete
automation both of the collecting process and the primary process-
ing of the scientific data. At this stage, the process of primary
processing of each hydrometeorological complex is algorlthmized and
automated separately for the purpose of scientific and methodiecal
evaluation. The preparation of the original data for input into the
computer 1s carried out both manually and automatically. Samples _
of punch cards must be made up according to a uniform design for /22
each hydrometeorological complex and thé optimum quantity of primary—
data must be obtained to insure the necessary accuracy of
further calculations on a digital computer,

At this stage, it 1s advantageous to carry out the particularly
complicated operations of primary analysis of the data (selection
of particular points and layers, in certain cases emoothing and
critical analysis), by entrusting them to a specialist. At the same
time, it .is not advantageous to use the computer only for printing
tables ([15], since it can liberate the observer from various kinds
of tedious calculations and consequently from the technical monitor-
ing of the forms of representation. 1In addition, at the first stage
of automation it 1s necessary to improve the existing methods of
primary analysis and the form of representation of the results of
the observation. 1In this connection, as the programs for automated
analysis of individual hydrometeorological complexes are worked
out and introduced, 1t will be necessary to change accordingly the
operating instructions and directions.

The algorithms for the Primary analysis of hydrometeoro-

logical complexes have common features, so we shall examine
one software flowchart for the first stage of automation
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of the primary analysils of the results of observations

aboard an-SRV (Figure 1). From the analysls of this block dlagram
it follows that the system for automated primary’ analysis consists
of individual blocks (subprograms).

The :subprograms for input and technical monitoring are made up
primarily of codes and models of punching,  according to which the
scientific.'data 1s entered on the technical carrier. By technical
monitoring, we. mean the checking of the input and punching of the
data, carried out by the method of comparison of sums, alogisms,.
and other:methods which. are familiar from the practice of operational
functioning' of forecasting centers (1, 1713.

The - sorting block: performs the distribution of information

which comes intothe digital computer during the observation period

by complexes - -into “the memory of the machineand.also forms the hodw of ~
operative intormation. Data used in. various hydrometeorological

complexes are stored in the latter from time to time, for example,
meteorological-data,.speed,and‘directioncﬁ?the‘vessel, coordinates,
etc. " In this case, there is no need for inputting these parameters
for each complex separately. When necessary, the corresponding
distinCtive‘features will be formulated and added

ThedigitalcomputerstoresthevalueIkn*thevariousCorrectionsand
conversibn factors in the form of tables or analytical expressions.
Along with a bloeck for inputting corrections and ceefficients, various
kinds of instrumental and naviggticnal corrections 1in the observation
results are implemented

In conjunction with the automatic 1nputt1ng of signals from
various hydrometeorological sensors into the digital computer, it 1s
unavelidable that There will be variocus kinds of random errors--
scatter. ‘In order to exclude them, smoothing of the primary resultS'i_i
is carried out primarily by the method of polynomial approximation
or a sliding average. It 1s necessary to exclude disturbances
less -than the Mminimal characteristic size, for example, a sharp
change in: the. wind direction at high altitude, in a layer several
idozens of meters thick ete, s

Isolation of particular points and layers. In the course of /24
“hydrometeorological -obsérvations at sea, data on the layer of the —
"discontinuity" are particularly interesting, ‘and in the tropo- -
Isphere we are particularly interested in the tropopause and
'various particular points in the vertical distribution of ,
meteorological parameters Obtaining these data is. one of the most
complicated problems in the process of primary processing of
scientific data. Therefore, in developing programs for automated
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Figure 1. Block dlagram of the system for primary processing

of scientifiec information. Key: .a-input to CRT (cathode ray tube);
b - output to teletype; ¢ - data-measuring complex (IIK); d - input;
e - technical monitoring; f - sorting; g - introduction of correc-
tions and coefficients; h - smoothing of signals of sensors; ‘
i - interpolation for standard level; J - isolation of particular
points and layers; k - obtaining arbltrary parameters; 1 - critical
analysis; m - obtalning and printing the form of representatlons;

n - preparation for entry 1n the DNI {(compactilon, coding);

o - entry on the DNI; p - calculation of statistical parameters on
analog devices; q - recording on the NML (magnetic tape storage).

24



processing of éerological'and_deep—water data, it 1s necessary to
pay particular attention to this block. '

) Obtalning arbltrary characteristics. In calculating the number
of parameters on the basis of informatlon on other parameters, for
example, distance, speed and wind directlon, temperature and alti-
tude of pressure, eta., calculations are carried out basically
according to generally known algorithms. B |

The problem of eritical analysis.in automation of primary
processing has thus far remained practically unsolved. The most -
widespread methods Involved in the function of forecasting centers
are static monitoring of aerological data at a single polnb [4]1,and -
horizontal monitoring of the data from other statlons using optimum
interpolation [5]. The latter monitoring method provides particularly
good results with a dense network of stations. It 1s possible to
detect both random and .systematic errors in measuring. ~ However, both
of these methods of monitoring use a rejectien cri- =
terion based on the difference between the analyzed
glements and the results of a cheek of the equagion'of statics and of
the optimum interpolatlon, and these do not have a sufficlently N
reliable probability base. The probabillity base is possessed by =
statistical methods that are based on information concerning the
1aw of distribution and the natural variability of a given hydro-
meteorological parameter. This method has been descrlbed in (3]
es %g ag lies to small unrelated samples, and for related samples
in , : :

Statistical monitoring is employed in the organization of a
technalogical system of automated processing of aerological data
[13, 14, 18]. However, ifi this case the mean square deviation which
characterizes the variabllity of the parameter being analyzed 1s
calculated with a consideration of the extremal terms of the sample
which, in the first place, may be viewed as doubtful. It may be
suggested that the results of a check of the efficiency of machine
monitoring may be higher if the monitoring algorithm is structured
somewhat differently. In calculating the parameters of ‘variability
on the basis of the data of the csample being analyzed, the extremal
values of this series must be excluded. In this case, monitoring the
data amounts to checking the extremal values. If they lie within
the reliabillity limits that are found, the analysis is stopped, the
material being considered reliable. If the extremal values turn
out to be outside the limits of rellability, the following extremal
elements are excluded from the theorles under analysls and the
entire procedure is repeated until the extremal values fall within -
the 1imits of rellability. Results of observations which do notr-_’tga
fall within the limit of reliability are considered questionable
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and are subjected to further analysis.

The algorithm of the statistical expression of coarse,
random errors may be constructed as follows: The parameters
that are necessary for calculating limits of rellability are
obtalned as the result of a statistical processing of many years
worth of hydrometeorological elements. This makes it possible
to reduce to a minimum the expenditure of machine time to
check the information and determine the random and systematic
errors (if the average values are checked) which go beyond
natural varlation of the elements in question.

It must be pointed out that in areas with a dense network
of stations the most efficient method of checklng 1s that of
horlzontal matching of synchronic values. for the field of the
hydrometeorological element belng analyzed; this makes it
posslble to find the smallest errors in the data of both a
random and systematic nature in comparison with other methods
of checking. However, in order to adopt an objectlve criterion
for analysis it is necessary to perform considerable statistical
investigation for the purpose of obtaining estimates of the law
of distribution, the norm, and the mean square deviation of the..
errors in the method adopted for interpolation for locally
uniform regions according to the parameter belng analyzed.

The algorithm for checking the hydrometeorologlcal data

- aboard scientific research vessels essentially requires con-
Struction on the basis of agreement of the results of observations
from all hydrometeorological complexes, Statistical monitoring
can also be employed, but the criteria for correction must be
obtained for regilons with locally uniform variabllity for each
hydrometeorological element and season. In addition, in the
Information reference bank (SIF) of the SRV 1t 1s advantageous

to store the results of observatlons conducted at the same tlme
aboard vessels located nearby.

For the purpose of checking it is desirable to use opera-
tional plotting of curves of dlstribution of hydrometeorological
elements (for example, alr and water temperatures measured
vertically) on a cathode ray tube or other device with sufficient
resolution. This will allow the experimental speclalist to
evaluate the quality of the data he has obtained in comparilison
with many years worth of data of the elements belng analyzed
in the gilven region and for a given time of year, as well as
with the results of previous observation periods aboard the
SRV. The screen of the tube dlsplays callbration curves for
distribution and their reliabillity limits for a glven level
of significance.

Unquestionably, the operating conditions of scilentific research
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vessels must be such that they employ methods of checking that are
pased on determination of the agreement of the results of observa-
tions with the equation of statics.

Thus, in order to develop a system of automatic monitoring /26
of the results of observations aboard the vessels of the GUGMS, -
it was necessary to conduct a statistical analysis of the data 1in
the operational regions for the purpose of determining locally
uniform regions, with respect to variabillty of the elements to be
analyzed& and to develop algorithms of the alogisms for all forms
of observation. The operational information was sent out on the
teletype in the Baudct-code in the form of an appropridte telegram
and 1s then brecadcast.

At the first stage of automation, the standard table and
graphs are printed. In the course of this stage, optimum forms of
representation of the scientific data are worked out which are put
into practice 1in the second stage. Thls involves solution of the
problem of the advisability of transmltting various booklets and
tables under the conditlons when'all of the information 4s- stored
on long-term data carriers. At the present time, due to the fact
that we still do not have sufficient reliable long~term data
carriers, the storage of material 1n the form of tables and graphs
1s a reliable form of providing a backup that allows reconstruction
of information on any technical carrier. Magnetic tape stores '
all the information from the voyage as it progresses in a form which
is convenient for use on that voyage. o :

‘In the block in which data is prepared for recording on a periga=
nent medium., there is a filtration of information for the purpose .
of exeluding excess material and compactlon for the purpose of - =
scoumulation of data. Calculated parameters are excluded (geopotential,
dynamic depths, ete.), and the optimum stages of discrefeness. are ‘
chosen both for time and for space, making 1t possible to. develop - - -
the distribution of hydrometeorclogical elements with respect to =%
both time and space. Therefore the curves and the fields of -
distribution of these elements are broken down into thelr individua
components or approximated by other methods. The coefficlents of
expansion are entered in the DNI. In the first stage of automation,
the optimum algorithm for filtration and compaction are worked out,
and also the coding of the information prior. to 1ts entry in the
DNI. - ' ' : ' :

To develop both the ship and coast information reference bank,
the data is entered on permanent media. Punch cards and micro- .
films are used as the DNI [9, 10]. In the case where ships have
no output puncher for punched cards or facilities for microfilming -
the data 1n the appropriate form, the information is sent out on a-
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telegraph tape which 1is transferred to the DNI at the coastal
computer center through the computer.

The development of a library of standard subprograms which
carry out these stages of primary processing makes it possible to
automate completely the handling of data from all of the hydrometeor-—
ological complexes of the SRV. '

In addition to the primary processing of the observation results
on the computer, 1t 1s also considered possible to perform a scien-
tific analysis of the data. However, a special problem with the /2
computer is the primary processing of the scientific data for the ~—
purpose of representing it in a form convenient for further
utilization for scientific purposes and also solving operational
problems having to do with navigation and controlling the ship.

In this connection, the first stage of operation deals not only
with the development of algorithms and programs for primary
processing of data from individual hydrometecrological complexes,
but also solves the problem of differentiation of the flow of
information znd takes into account the optimum discreteness

of the measurements, the volume and form of calculations on the SRV
computer and in the coastal coordinating computingcenter (BKVTs).

It must be polinted out that when developing an automated
complex of measurements 1t is not advantageous to develop various
complex logical and arithm€tic devices, for example, blocks for
de.coding operative synoptic telegrams and calculating the true wind.
They lead to considerable complication and consequently raises the
cost of the ship's automatic meteorological station. The computer
aboard a scientific research vessel can solve any logical and arith-
metic problem more accurately and faster than any non-mass-produced
device. Therefore, the development of technical complexes must be
carried out in close correlation with the development of
software for these complexes., In this case, one can see what sort
of logical and arithmétical operations (maklng of corrections, etc.)
1t 1s advantageous to solve in developlng measuring devices and
what kind can be handled through programming on a computer. In this
case, the technical complex is less costly and reliable in operation
. but the cost of the additional machine time is negigibly small.

On the second stage of automation, a uniform ship information-
control automated system for primary processing of sc1ent1flc data
1s developed aboard scientific research vessels [2, 8, 1 127,
generallzation and unification of algorithms and programs Of
individual hydrometeorological complexes takes place, in addition
to the development of control programs and the development of
operative information-reference banks. These banks are intended for
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Figure 2--Block diagram or the organization of the automated data
system (AIS). (a) sensors; (b) translation into digital code and
punching; (c) IIK; (d) control of the experiment; (e) command con-
trol; (f) determination of control algorithms; (g) determination
ot the criterion of optimality; (h) mathematical description of
the process being investigated; (1) statement of the problem of
controlling the object; (Jj) primary processing of the data; (k)
automatic retrieval and output of data by means of the IPS; (1)
operative scientifilc processing of data and 1ts use; (m) SIUVK;
(n) calculation of the statistical parameters on analog devices;
{o) sclentific research work at the institute; (p) VTs; (q) SIK;

{r) BKVTs.
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the storage, automatic retrieval and ocutput of data on command
from the investigator by means of a data retrieval system (Figure 2).

Hence, 1t is suggested that an automated system be developed which
interconnects wilth all hydrometeorological complexes (SIUVK). By means of
- such a system, an express information service can be set up gnqrmeasures
adopted to correct the experiment. The exchange of the prellm;nary
results of analysls of the data of observatioms between the ship and
the coast coordination computer. center makes 1t possible to correct
the experiment as it is going on. The BEKVTs will concentrate Phe'_ )

. erchives of the observation and it is here that the leading scientifie

specialists will work.

Consequently, after the development and introductign 9f hydro-
meteorological research the SIGMA-s will be able tp begin its work
to develop algorithms for the control of the experiment. /28

s

The process of automation of the control of the experiment
must also be carried out in two stages. In the first stage, the
presence of a specialist is necessary in the control process.
Control is carried out according to the following algoritam: All
of the hydrometeorological complexes begin automatic recording with
a given degree of discreteness, data enter the analog dewices
(AM) which compute their correlation functions and spectral densities,
and also the space and time gradients, then an analog or digital
analyzea the results of the calculations of the AM. As a result of
this analysis, using the given criteria, recommendations are made
for optimum discreteness of recording. The optimum degree of /29
discreteness, obviously, must ensure smoothing of the turbulent
vortices of the scales which are smaller than characteristic ones
which are obtained on the basis of 2 preliminary study of the
statistical structure of the processes and field being studied.
At this stage the specialist analyzes the validity of the recommenda-
tions obtained and changes the degree of discreteness of the recording

1f there is no feedback between the computer and the measuring complex
(IK).

At the second stage of automation of the process of the control
of the experiment, which is carried out following total introduction
of SIGMA-s and its corresponding improvement, the computer has a
feedback connection to the measuring complex. The extent of study of
physical processes taking place inthe atmosphere and hydrosphere
must be sufficient for setting the reliable criteria in ‘terms of
variability and spectral characteristics in choosing the optimum
degree of discreteness of the recording. In thils case there is an
automatie recording, analysis, and control of the measuring
apparatus according to a given algoritim. It is advantageous in this
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regard to use the IK=+AM computer system (see Figure 2). In this
case, there is no need for the digital computer to work on a real-time
basis. Analog devices wlll work on a real-time basis.

" . The algorithm for monitoring the experiment can be described in
4 more concrete fashion after carrying out a sufficient number of
experiments. In order to solve the problem of optimum punching of
random information it is necessary to set up the equation of the
experiment starting with the time of introduction of tue high speed
apparatus for recording the results of measuremsnt. Therefore, in
working out the technical problem for construction of analog
devices it is necessary to provide for the possiblity of dilrect
input of the analog from the sensors, calculation of the
correlation and structural function and spectral density. In
addition, it is necessary to allow for the possibiiity of automatic
input of a puncher in increasing the given level of the gradient
{structural function according to shift 1), excluding it when this
value is lowered. In this case, we wilill obtaln new information
regarding the process under study with minimum expenditure of time
on the part of both the specialist and the digital computer.

On the basis of the above we can draw the follewing conclusions.
At the first stage of automation there is a development of a model
of the software for individual hydrometeorclogical com-.
plexes of the SIGMA-s and a refinement of :the principles of the
design of the information-reference banks and the design of an
automated information-control system.

In the course of carrying out the second stage, there 1is a
unification of algorithms and programs of the primary and sclentific
analysis of the hydrometeorological data from individual complexes
and a single ship's infcrmation-control automated system for primary
analysis of scientific information aboard the SRV 1is created.
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THE PROBLEM OF ORGANIZATION OF A COASTAL /31
COORDINATING COMPUTER CENTER

I. A, Dyubkin
I. I. Lodkin

The development and putting into practice of hydrometeorological
studies by ship automated information systems [2, 5] requires the
development of an automated data system which combines and coordinates
the work of individual subsystems on the basis of a coastal digital
computer,

The existence of a closed automated system for collection,
primary processing, analysis, storage and propagation of the necessary
information makes 1t possible to carry out the optimum planning and
control of an experiment, which Increases the efficiensy of experi-
mental investigation of the physical state of the atmosphere and
ocean.

At the present time, within the system of the hydrometeoroliogical
service of the USSR, work is going forward on an intensive basis
to develop & single center for the collection, storage and propa-
gatlion of organized hydrometeorological data on the basis of modern
computers [7].

The regional scientific research centers which are carrying out
studles of hydrometeorclogical processes and fields extending over
enermous areas of the earth must also have thelr own information
subsystems that feed into the common systfg for the collection,
storage and dissemination of information [&].

As a result of scientific studies carried out in the Arctic and
Antaretic by the scientific research institute and the hydrometeoro-
logical center of the USSR, it has been found necessary to _
develop regional and territorial data centers (TGMTs) on the basis
of which it has been proposed that an automated data system for
collectlon, primary processing, storage and propagation of results
and observations from the network of statlons be organized {1, 111],
According to this system, the primary processing of the measured
parameters, formation of operational telegrams and their transmission
to the forecasting centers will be carried out at the TGMTs. 1In
this case, 1t will be possible to ensure the necessary operational
basis for inputting data to the corresponding superior subdivisions,
and then compressing the informaticn prior to its translation
along communications channels over long distances, However, at LQE
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the present time a proposal has been made to change the system: the
results of the observations from all the stations will be stored

and processed at four regional hydrometeorological centers (RGMTs) .
A ‘change in the system of construction of the peneral automated
system, transmission by the AANIL sclentiflic research vessels, as
well as the construction of the Antarctie computer center at the
Molodezh station has expanded the problems and changed the structure
of the automated data system (AIS) of the Arctic and Antarctic
Seientific Research Institute (AANIT).

In conjunction with the development of a single data center for
the hydrometeorological service of the USSR, there may he some
discussion of the advisability of organizing automated systems for
storage ard retrieval in indlvidual seientific research institutes.
However, it is difficult to imagine the possibility of effective
utilization of modern computers which are located at the scientific
organizations and the performance of serious studies witnout some
kind of specific volume of scientific data recorded on permanent
media (DNI), stored in the information-reference banks (SIF) of
the particular institute. The data in.the SIF of the Scientific
Research Institute must consist of duplicates of the DNI which ™
come in from the appropriate regional centers and the Obninsk branch
of the GMIS. In turn, the large scientific research departments
send to the data collecting ecenters duplicates of the sclentific
data on the DNI, obtained as the result of performance of physical
experiments. :

Hence, in the large scientific researcn departments, the GUGMS
of the USSR must develop their own automated information systemsin
accordance with the tasks placed before them [8].

The purpose of this paper is to describe the automated informa-
tion system for the collection, primary processing, generalization,
storage, retrieval and propagation of scientific information that
reaches the AANII. For scientific studies, data are used here- which
come from various observation points (TFigure 1). The .annual influx
of information along the network of stations of the Arctic and Antarctic
Inst}tute (drifting and Antarctic stations, SRV) consists of about _
5. 10! bits (Table 1). This includes only the necessary observations.
The development and putting into practice of matters of collection
~with automatic recording of information on a technical carrier
in a form suitable for immediate input into a computer will increase
the flow of data by several orders of magnitude [2, 5]. In the near
future, the data banks of the Institute will be filled with information
that will have a volume of at least 2-3-102 bits (2-3 million
‘punched cards per year). Moreover, in order to study the
maerocirculatory atmospheric processes, the results of observations
from the files of the Obninsk division of the GMIs will be added.
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Figure 1.--Block diagram of the flow of information to the BKVTS. a - GMT and RGMTs;

b - SP (Monitoring Station); ¢ - DARMS (Drifting Automatic Radiometeorological Station);
d - SAE (Soviet Antarctic Expeditiom}; e - SRV; f - ship without computer; g - polar
stations; h - computer; i - output to CRT; j - photography; k - AKOI (Automated System
for Data Processing); 1 - technical and critieal control; m - primary processing; n -
sorting and condensation; o - recording on DNI; p - output on ATsPU {Alphanumeric
Printer); q - printout; r - SIF; s - duplicate; £t - IPS; u - archive; v - document;
w - DNT (Digital computer); x - NIR (Scientific Research Work); y - SAM (Punched card
machine); z - production; aa - coding microfilm.
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Volume of Information (in Bits) Reaching the AANII Each

'Year (From All Stations and Ship Voyages)

/34

——.

Type of - Pola
Information -Statiin ] SAE . SEV SP . Total
Meteorology |  119,800,000]|7,400,000 1,300,000 [3,000,000]131,500,000
igiéfngtfy 112,300,000 [5,300,000( 700,000 {2,100,000 20,400,000
Oceano%g 35,000,000 |2,000,000]1,200,00041,500,000| 39,700,000
&y . 160,500,000 -- }2,000,000} 100,000(162,600,000
Total 327,600,000 14,700,00O5,2oo,ooo 6,700,000 |357,200,000

The observation points from which the data come into the memory
banks of the institute may be divided into those which are equipped
At the present time, com-
] d the SRV "Professor Vige"
and the "Professor Zubov', as well as at the Molodezhnaya station in

with ‘computers and those which are not.
puters can be found at the AANITI, aboar

Antarctica. -

Aboard the "Professor Vize" and "Professor Zubov," there are
ship information hydrometeorological automated systems (SIGMA-s)
'[23, which make it possible to perform the basic stages of primary
processing of scientific data, with the exception of storage of
the information on a permanent medium [5]. - The d&ta which are
subjected to long-term storage are recorded or the ghip computers
on an intermediate data carrier (punched paper telegraph tape),
which is sent to the coastal computer where it 1is recorded on the DNI.

On the basis of the."Minékf32“
Molodezhnaya station,

been organized, wnose basic

channels,

preliminary processing,
seientific analysis of

computer in Antarcticé,-at the
an Antarctic meteorological center (AMTs) has

functions will be the collection of
operational hydrometeorological data along radio communication

and foreign Antarctic station.

sorting, development and transmission of lists of addresSsSes
prognostic activity, generalization and
the results of observations at the Soviet

The development of an automated meteorological center equipped

with a computer in the Antaretic, with corresponding soft-
will make it possible to reduce considerably the time.
fhe collection and utilization of data, and will also
irculated report.

ware,
between

improve the quality of the c

development of this center,

Prior to the

the results of the observations of the
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Antarctic stations had to be processed aboard the ship CDmputers
during the return of the next Soviet Antarctic expedition.

The results of observations on the drifting automatic and non-
automatic stations, as well as on ships not equipped with computers,
are transferred to the technical carrier in a form which is con-
venient for direct input into the computer, and reach the
Institute, where all of the stages of primary processing are
carried out [5]. Duplicates of the DNI of the materials from the /3
expeditions are sent to the data collecting center. . B

The data from observations of polar stations are sent to the
appropriate reglonal centers, where they are subjected to primary
processing. At the AANII, the results of the observations of the
expeditions of the Institute are stored on DNI, as well as the
necessary duplicates (required for solution of specific scientific
problems) of data on the DNI from a specific network of stations,
transmitted from the corresponding data collection centers. The
latter part of the information will be constantly renewed (about’

6.108 pits).

In order to carry out the processing and storage of such a volume
of data (approximately 2-3.109 pits per year), as well as for
coordination of the work of the ship and Antarctic automated sub-
systems, it is necessary to organize the coastal coordination-
computer center (BKVIs), on the basis of whilch the automated system
for collection, primary processing and analysis, storage, retrieval
and propagation of data from expeditions will be designed.

Let us trace the path of the scientific data that reaches the
BKVIs (see Figure 1). At the present time, all of the information
from expeditions, before it goes into the archives of the BKVTs,
passes through the:computer. The results of the observations
aboard the research vessels in the automated system for data process-
ing (AKOI) are transferred to DNI, and the tabular materials,
when necessary, are printed and transferred to the archives. For
these purposes, the AKOI must be equipped with a microfilm facility
and duplicating equipment.

The data in the archives for the computer will be stored in
binary codes on punched cards or microfilm, which may break down
due to the fact that it has to be fed into the computer many times.
In this connection, prior to the development of a reliable perma-
nent medium for information, the process of primary processing in
the AKOI must be terminated by the accumulation and plotting of
appropriate graphs and tables, as well as their duplication in
necessary amounts, which will make it possible to develop the
reliable duplicate copies of the information.

38



Conseguently, in the information-reference bank (SIF), depending
on the form of the carrier, the information will be sent into the
document archives or the computer. The information reference bank
must be equipped with appropriate devices for producing the DNI (punched
card tabulators), SAM, apparatus for copying microfilms and
documents. In additlion, the SIF must have appropriate mathematical
support organized at the data retrieval system which 1s based on the
computer and the SAM. '

Hence, in the first stage of automation, it is necessary for the
coastal coordination-computer center to organlze an automated
complex for the processing of data and an information-reference
bank which will allow input into the computer, primary processing
and analysis, transfer to DNI, duplication of tabular and graphic
materials, storage and retrieval of data and thelr production.

The execution of these measures conslderably 1ncreases the _ iéé
efficiency of scientific research at the institute and makes it
possible to achieve a solution of cone of the basic problems of
the BKVIs-the planning and the development of concrete recommenda-
tions having to do with the conduct of complex expeditionary re-
search. This problem will be solved on the basls of an operative
exchange of preliminary results of the analysis of‘data from a
physical experiment between the scientifilc research vessels, the
Antarctic meteorologlcal center and the coastal-coordinating
computing center, as well as on the basls of an objective analysis
of the hydrometeorological fields and processes on the basis of the
data of previous observations [8]. Hence,the organization of the
BKVTs will speed up the development of recommendations concerning
the density and time frame for conducting méasurements on expeditions
and at statlonary polnts as a function of the problems with which
they must deal. ‘

The development of such a closed system can be carried out in
the course of the second stage of automation. - -

The author of [5] discusses in detail the functions and structure
of an automated system for data processing for the SRV, which
essentially 1s the same for the BKVIs with the exception of recording
on DNI and duplication of tabular materials. ' :

Organization of the information reference bank.

The information that reaches the SIF is divided into two varieties:

1. Binary, recorded on 'a technical carrier in a form which is
convenient for inputting into a computer;
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2. Documentaky, in the form of tables, charts, graphs, and
S0 on.

At the present time, there are about 4,000,000 punched cards
and 10,000 units of documentary information at the Arctic and Ant-
arctic Sclentific Research Institute. As the flow of information
increases, ten years from now the files will take in another
15,000,000 punched cards and 160,000 units of information (by units
of information, we mean calculation units: flles, atlases, and so
on). Therefore, it will be necessary in the future to go over to
microfilming of the binarized and documentary data. Microfilming
1s a tedious and costly method of 'duplicating informational materiagls.
It makes it possible to reduce the area occupled by the files and also
to avoid damage to original documentary materials., Mierofilming
1s a means of systematization for several forms of informational
retrieval [9].

In organizing the microfilming it is necessary to observe
strictly the conditions for storage of microfilms [3].

~
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" Information Retrieval

Solving this problem is the responsibility of the information
retrieval system (IPS), which makes it possible to conduct a
multiaspect search in the SIF [10].

Any TIPS consists of an organized combination of the following
methods and means:

a) A formalized {(machine) language;

b) Algorithms for translations from natural 1anguag§ of informa-
tion materials to the specific formalized language and vice-versa;

c}) Retrieval algorithms;
d) Technical devices, computer, SAM, selectors, etc.;
d) Devices for inputting and retrieving information.
There are two types of IPS: documentary and factographic.
In the documentary IPS, an inquiry will yield only the address of the

documents, while in the factographiec one obtains the answer immediately
to the question in which one is interested.

Figure 2 shows a block diagram of the organization of the I?S. /38
Blocks 1 and 2 serve for the input of ‘information into t@e passive
store and for preparation of the translation of information and
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"jgure 2--Block diagram -of the organization of the infeormation
etrieval system (IPS). 1 -~ input of information (data load);

) - input of information questions; 3 - translation of information
‘o information-reference language; 4 ~ body of retrieval samples
»f documents (active storage IPS); 5 ~ comparison of data inquiry
Ath inquiry sample of ‘document; 6 - output of addresses of
ioccuments; 7 - storage of information (path of storage); 8 -
sutput of information, in.response to an inquiry.
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inguiries into Information-retrieval language (IPYa). The content

of any document which reaches the input of the IPS may be described
by a group of symbols (descriptors) which disclose the contents of g
speciflc document. 1In block 3 1s a translation of the incoming
information to IPYa, i.e., each document (previously given a certain
number) is coded with a number of descriptors. The number of
descriptors that are used for coding a specific document. constitutes
the retrieval pattern of the document.

The body of retrieval samples makes up what could bée called the /39
"aetive” store of the IPS. The active and passive stores will be —
combined in the factographlc IPS. There are two methods of organiza-
tion of the body of retrieval samples of documents: (a) filing by
document, (b) filing by semantic criteria (c) inverted method [4]
and these two systems are shown in figures 3 and 4.

In the flling of the body of retrieval samples by document,
each unit of information is a recording of the retrieval sample of
one document with an indication of its serlial number (address) in
the Ypassive" store [9].

Retrieval 1s carrled out by calling for the retrieval samples in
order together with their serial numbers (addresses) into the block
of the comparison deviece 5, in which a gradual comparison of
descriptors of the inquiry with the descriptors making up the
retrieval sample of the serial document 1s composed. If all the
descriptors of the inquiry are found in the retrieval sample in
question, in block 6 the consumer of the information will receive
a number {address) for the document.

When the retrieval samples are flled by semantie ¢riteria, each
unit of information in the "active" store will have only one
descriptor, together with the numbers of all the documents in whose
retrieval samples the descriptor in guestion can be found. When
searching by the inverted method for the location of the retrieval
samples, it is necessary to eliminate all the descriptors that go to
make up the informational inguiry and then by gradual comparison
find the numbers of those documents which figure in all the

descriptors that are included in the inquiry.
In the photographic system in block 8, the material of interest
gppears directly, for example, alphanumeric printout, sklpping block

Depending on the vodume of the bank, the method of storage, the
rate of output of information and so on, the IPS is developed on the
basis of various technical criteria.
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documents in the "active" in the "active" store of the IP3

store of the IP3 on the basis of semantic criteria.
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Sstorage and Retrieval of Microcopies on Aperture Puncned Cards

Punched cards with microfilm mounted in them are called aperture
punched cards. They are punched cards with holes punched around the
edge or else they are the standard 80 column punched cards. These
cards, equipped with appropriate microfilms, can be sorted and
retrieved in any fashion [6].

When large amounts of information are stored, it does not always
make sense to use the aperture cards for retrieval because of their
high cost and rapid wear. Another type of aperture card is the
"classeur" card. Here the fllm is mounted 1n special "classeurs"--
covers made of transparent paper or acetate material. The technique /H0
of edge punching can be used on such covers [6]. The K5 punched
card 1s used for them, with two rows of holes along the edge. On
one side of the card there are vertical covers measuring 35 x 105 mm
made of transparent polyethylene film 1n which the photomicrographs
are kept. When Inuse, they are pulled out and inserted in the
apparatus to read the mierofilm,

Information Retrieval Using the 80-Column Punched Cards for Machine
Sorting '

In order to retrieve information on the basis of various
characteristics, each document is assigned an 80 column punched
card.

By means of a descriptor dictionary, each document is encoded
by the method of ccoordinate indexing, i.e., the semantic values are
exXpressed by appropriate key words. The digital value of the code
is transferred to the card by punching the appropriate holes in it.
Retrieval of the document on request is performed as follows: the
sorting machine. goes through all the punched cards in the volume of
enicoded information comparing the codes of the desired samples of
documents recorded on these punched cards with the code of the
retrieval request. When the established coincidence criterid are
satisfied, the sorting machine picks out the specific punched
card from the main body of material and directs it into a special
receiving pocket. This punched card should show the address num-
ber of the desired document.

The advantages of thls method of processing microfilm to infor-
mation are obvious. The bank of material is protected against
rapid wear, since it is not necessary to search directly in the
store (as 1s the case when using punched cards with aperture); the
information retrieval system does away with the need for a card file,
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Qince there is no need to use an alphabetical card file of descrip-

t@?s with the numbers of the documents inscribed on them for each dese
qplptOr, and the retrieval can be done according to various aspects.

Obviously,. with this type of organization of the bank it 1is
necessary to have considerable preparatory work to put together
the descriptor dictionary and to encode each document. However,
this 1s very promising for more efficlent utiligation of microfilm
information. ' ) '

Factographic System for Information Retrieval with Roll Storage
~of Microfilms on Selectors '

At the present time, in order to retrieve mierocopies of
documents on the basis of their address numbers at the VINITI*, o
a selector called the "Polsk-OK" has been designed which combines a
Qevice for storing microfilms, automatically finding the desired
information and a photocopylhg deviece that makes it possible to ob- /41
tain electrographic copies of a document in 1ts natural slze. '

As the information carrier in the selector, spools of microfilm
are used. The capacity of a spool is 250-270 meters (5,000 frames)
on 35 mm unperforated positive film. The rate of travel of the
microfilim is 0.67 meters a second. '

Retrieval of the desired information is accomplished by com-
paring the address code with the inquiry code. When they coincilde,
the frame with the microcopy of the document l1s projected on a.
transparent screen on which the image of the document will have
.the dimensions of the orlginal. The average time required to find
a microcopy of a document on the spool containing 5,000 frames is
" no more than 4 minutes. - S

Using'any IPS reguires considerable work to put together the'
descriptor dictionary and the code. All of the documents are
subjected to analysis, then the choilce of terms is made which

discloses the essence of the document. The next step is to record
the results of the analysis on the information carrier. It 1s

only then that the search can be made.

Factographic System for Information Retrieval Using a Computer

Tne AANII presently has about 4,000,000 punched cards in
machine code. For efficient use of the information which
is on these punched cards a number of programs have been developed.
. for retrieving average monthly hydrometeorologlcal data. The programs

T
A11-Union Institute of Scientific and Technical Information
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are designed for retrieving information on combinations of any
characteristics that go to make up a specific model of perforations
for any complex.

Essentially, the body of information can be arranged in any
sequence, It is not necessary to separate one model from another
or one complex from another.

The algorithm for automated search iIn the factographic system
has the same form as for retrieval of information in a documentary
IPS. However, at the output of the system we do not have the number
of’ the document but its content (for example, tables, in alpha-
numerit printout).

Results

The development of a closed automated system for collection,
primary prccessing, analysis, storage, retrieval and propagation
of scientific data from expeditions of the AANII is going forward
in two stages. In the first stage, individual technical complexes
and their software are being put together in the form
of subprograms which realize various algorithms of primary processing
and retrieval which then are combined into a single system for a
controlled program.

In the second stage, cone of the principal tasks of the BKVTs 42
will be the coordination and control of the experiments on thée AANIT
expeditions and the development of a closed automated system for
collection and analysis of scientific data. This center must be
equipped, in addition to a computer, with supplementary equipment
that is necessary for theworganization of g continuous process:
primary processing, analysis, recording on DNI, printout and produc-
tionof data on a technical carrier. In thls case, it is possible
to develop an information-reference bank which will satisfy
current needs.

Preparatory work which consists in the development of a descriptor
dictionary (systematization and encoding of the data), necessary for
the development of an information retrieval system, must be begun
without waiting for the development of a corresponding technical
base. ‘
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—

Equipping scientific research vessels with computers will allow
automated processing of data from direct observations, an important
and necessary feature of the conduct of oceanclogical experiments
at sea. The logical and computing capacity of a computer make 1t
possible to automate both the process of handling and the seclentific
analysis of the results of measurements, considerably reducing the
use of inefficient manual labor, simultaneously increasing the
gquality and efficiency of the calculations.

The most advantageous solution to the problem at hand consists
in a ship data measurement complex which allows conversion of the
data which are obtained into a convenient form for direct inputtling
into a computer for the purpose of subsequent automatic processing
of the results of the measurements [1- 4, 15]. This approach allows
complete solution of the problem.

On this level, the Arctiec and Antarctic Scientific Research
Institute has been conducting work on the development of an
automated system for the collection and processing of scientific
data aboard the vessels of the GUGMS, equipped with computers of
the "Minsk-22" variety [5, 8]1. However, mass production of such
measurement complexes containing computers is not a reality and
the nature of the raw oceanological data at the present time does
not lend itself to total automation of the process. Nevertheless,
automation of the processing function is considered advantageous,
since it is not anticipated that there will be any apparatus
developed that will use manual punching of data for inputting into
the computer. The point of view expressed in this paper is supported
by the results of investigations [6, 7, 16, 17, 22]. '

It should be pointed out that insufficient attentlion has been
paid thus far to the problems of primary processing of
oceanological data for translation into computers. The results of
first efforts in this direction [7, 16, 17] as well as subsequent
studies, [2, 3], show how complicated it would be to com-
puterize existing methods and algorithms for manual proec-
essing. Some papers (8, 16, 17] have shown that automation of /4}
primary processing in the broad sense of the term is outgrowing -
the limits of the technical problem, becoming a problem which is
scientific and whose optimum solution requires performance of speclal
studies,
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The primary processing programs described in [16, 171 solve
a number of problems having to do with the inputting of the raw
cceanological data into the computer (punching system, details of
encoding), representatiocn of the data in the memory of the
computer, calculations and the carrying out of various corrections
in the readings of the sensors, calculation of the standard
parameters and finally the nature of the representation of the
data at the output of the computer--printing the TGM-3 tables.
Nevertheless, some problems on the scilentific and methodelogical
level seem to us to be inscluble. For example, in order to standard-
ize levels and interpolate measured quantlties, the configura-
tion of the cable and the law of vertical distribution of hydro-
logical elementgare approximated by linear and logarithmic
relations respectively. In reality, such a representation
of the parameters is rarely encountered, which imposes certain 1imi-
tations on the use of these programs in practice. An approximate
method of calculation of the true depth of thermohydrobarcmeters 1is
employed, inasmuch as values that have been averaged for the layers
of the North Atlantic Ocean are used for the density of a column
of water extending from the surface of the ocean to the depth to
which the thermohydrobarometer has been submerged (elimatolo-=
glcal value o) and the actual distribution of watér density at the
time of submersion is not taken into account. The suggested system
is not optimum and when programs are being carried out there is a
certalin amount of manual labor that is still invelved [17]. Such
stages in processing as adoption of solutions to the problem of
chooslng the values of temperature and depth on a level in the
case of differences in the readings of the thermometers greater
than the permissible value, as well as the calculation of the oxygen
content and pH are not solved on the computer and require intervention
of the ocbserver. Finaily, the program makes inefficient use of the
working memory of the computer, so that it is frequently necessary
to refer to the maghetic tape, and this considerably incrcases the
use of machine time (up to 40 minutes for calculating one TGM-3
table and several parameters). bXperience in using tne programs
[16, 171 aboard the SRV "Professor Vize®™ in 1968 and 1370 reveszled
certaln shortcomings which practically exclude the possibility of
thelr efficient use to replace manual compilation of the TGM-3
tables.

In view of the necessity for further improvement of the
algorithm for thepurpose of total exclusion of manual labor, in-
creasing objeetivity and the quality of the calculations, studies
were contlnued to develop reliable methods of processing oceanological
data on the computer.

In the following, we shall discuss an automated system for primary
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Figure 1--Block diagram of the system for processing oceanological information on the
"Minsk-22" Computer. 1 - input of raw data; 1.1 - auxiliary data; 1.2 - readings: TM, TGM;
1.3 - hydrochemical data; 1.4 - printout; 2 - processing of data on temperature; 2.1 -
choice, calculation and inputting of TM corrections; 2.2 - calculat’on of Ty; 2.3 - Calcu-
lation of Ti and choice of temperature; 2.4 -~ printout; 3 - processing of data on depth;
3.1 - selection, calculation and inputting of corrections of TGM; 3.2 - calculation of N
on the basls of TGM; 3.2.1 - calculation of N on the basis of a3 3.3 - checking the con-
dition INL_NRI < E; 3.3.1 - calculation of Nq; 3.3.2 - printout; 3.4 - checking the condi-

tion %% > 1; 3.4.1 - calculation of N ; 4 —~ calculation of hydrochemical elements; 4.1 -

8%, 0, pH, Alk; 4.2 - p.S1 N; 5 - calculatlion of parameters, generalization of results;
5.1 - formation of the arrav; 5.2 ~ interpolation for standard Ilevels; 5.3 - caleulations

of oy ,Zp Printout TGM~3; 5.3.1 - printout pradlogram; 5.3.2 - output, graphic; & -
calculations according to methods; 6.1 - vertical stability; 6.2 - dynamle method; :
6.3 - printout. , _ ] _ ‘ ~
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and scientific analysis of bathometrlc data. The system carries

out the basic stages of primary processing of observations on a
drifting station prior to the printing of the final results in the /ig
form of a standard TGM~-3 table and performs the calculations of the T
parameters of the vertical stability of the layers in the sea, as

well as thelr dynamic depths and heights which are widely used

for subsequent scilentific analysis. Primary processing is

understood to be not only the inputting of corrections in the

readings of the sensors in order to obtain true values, but the

entire complex of operations, including interpolation and smoothing,
choice of particular points and layers, critical analysis of the
reliapility of data, and so on [8]. Such complicated elements

of analysis as critical analysis, choice of particular points,

etc. require speclal studies and wlil only be dealt with in part

1n this paper.

The programs discussed here were complled using the autocode
language "Inzhener" (AKI-400 Translator). A block diagram of the
system shown in Figure 1 may be conditionally divided into  four
component parts, each of which carries out an independent stage of
Process.

Input of Raw Data

In order to add raw data to the memory of the computer,
there are threeinput blocks which are:employed (1.1; 1.2; 1.3).
Data prepared for calculations in accordance with the requirements
of the machine code are entered on a punched tape and fed
into the computer. Initially i1t is the auxiliary information which
is gathered, characterizing the observation conditions {(information
on the sea, vessel, expedition, number of the station, date of
performance of the work, hydrometeorclogical data), information
on the certificates of the devlices employed (volumes of deep water
thermome ters (TM) and thermohydrobarometers (TGM), the volume
of the oxygen bottles, main values of the scales on the burettes
and thermometers, the coefficient of the block counter, numerical
coefficients for the blogens, etc.), then the hydrological informa-
tion (slope angle of the cable for each level —-the length of cable
. extended, readings of the basic and auxiliary thermometers and
thermohydrobarometers, etc.) and the hydrochemical informa-
tion (the values on the scales of the burettes, colorimeters, etec.).
The data from block 1.2 and partly from 1.1 are entered once in the
computer and constitute the catalogue of constant characteristics
which are only corrected later on as certailn data change (for
example, replacement of thermometers).

For the purpose of determining the errors in punching and inputting
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,0of raw data, a provision is made {(block 1l.4) for narrow-format
-check printout (high-speed printer) of certificate data, as

well as alphanumeric printout of the deep water hydrological

and hydrochemical data in the form of a modified version of the
cbservation logs KGM-6, 9, 10, 11, 12, 21. The mock

1logs contain only data that is of informational value,

and which cannot be recovered if lost. Calculated data, correction
values, corrected values for the elements and so on are missing.
This method makes 1t possible to do away with tedious filling in of
the logs by hand and guarantees reliable original data.

Following the inputting comes the process of formation of three
arrays of data in the memory of the computer to be used 1n further
processing.

=
=

Processing of Information on Wabter Temperature

In order to process data on water temperature, blocks 2.1, 2.2,
2.3 and 2.4, shown in Figure 1, have been provided. Block 2.1 per-
forms the selection, calculation, introduction of instrument and
reductlion corrections in the readings of the thermometers.

For this purpose, from the certificates stored in the memory
of the computer, in accordance with the number assigned to the pailr
of thermometers, maln values are selected for the thermometer scale
(Y., j+1), values tor instrument corrections (x ,J+1) (j = the
indtial value on the scale).

The value of the instrument correction for a glven calculation is
reckoned by linear interpolation of the values at two adjacent
Junctions
_ )T -y

2y =
a (Yri1—¥) v STy,

(1)

Where k. is the instrument correction of the thermometer and
T Is the reading of Lhe thermometer.

The reduction correction k2 is calculated on the basis of a
conventional formula [10].

Both corrections are made in the temperature values on the basis

of the readings of the (T3) and (Tp) thermometers. After making the
calculations, when the following condition 1s satisfiled,
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{2)
|77 —T 4| = <0°.05

the value of the tempergture at a given level Tw is calculated

in block 2.2 according to the formula

Otherwiszse, in order to determine the true value of the"

temperature at level
is employed which was obtained in block 2.3 on the basis of the

temperature values at two superjacent and two subjacent levels
by means of the Langrangian interpolation polynomial:

T, =L, (H)= . T,LY (H),
' 2, (1)

where Tk is the temperature value Ti—2’ Ti-l’ Ti+l,

T, at two superjacent and two subjacent levels;
i+2 .
L¥(#)y is the fundamental polynomial for the sequence of

junctions {(levels) Hi—2’ He 1» Hi+1’ Hi+2' As the

true value of the temperature at a given level, we use the
reading of that thermometer whose deviation from the probable

temperature is minimal:

| Ti— T,x| = min
(5)
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1, the value of the probable temperature Ti
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The number of the bathometer and the readings of the thermometers
which do not satisfy conditon (2) are prlnted on a narrow printout
(high-speed printer).

The proposed solution to the problem of the choice of the true
temperature at g level with a difference in therreadings of
the ‘thermometers which is greater than the permissible amount 1is
borrowed from the experience gained in manual processing of the
data. In addition, the polynomial approximation of the vertical
distribution of the water temperature is the most exact and correct
one [14, 21]. Sometimes another approach is used [19], which consists
in processing the first readings of the thermometers if condition
(2) is satisfied as far as they are concerned. However, in the
case of a great difference between the temperature of the water and
that of the air, the second and first readings may differ markedly.
 Consequently, in processing the first reading, one can obtaln
data which differ from the vertical profile of the water temperature.
In addition, for this kind of processing it is necessary to double
the amount of data put into the computer which complicates the
distribution of the memory and consequently the calculations.

?rocessing Data on Depth

This stage consists in the processing of the readings of
thermohydrobarometers and calculating the true depth to
which the bathometers were submerged. In Figure 1, it is
represented by the blocks numbered 3.1, 3.2, 3.2.1, 3.3, 3.3.1,
3.3.2, 3.4, and 3.4.1.

The selection and inputting of the instrument. corrections in
the calculations of the basic and auxiliary thermometers of the
thermohydrobarometers is carried out in block 3.1 in
accordance with (1). The reduction correction k'2 is calculated
accordlng to [10, 191.

Having obtalned the true temperature in bloek 3.2, the depth to
which the thermohydrobarometer was submerged is determined
as follows:

10T =T2) 2y
SR (6)

where T 1s the corrected value of the temperature according
to the readings of the thermohydrobarometer
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T2 is the corrected value of the temperature according to
the thermometer readings and

g is the coefficient of compressibillity of the thermochydro-

parometer;
/49
1
qnniﬂ-Y%dH' 1s the weighted mean average specific volume

) of water from the surface to the i-TH level

a = o,e= V(1 — Hpl0~?),
(7)

where %t is the specific volume in situ;
bt 1s the average coefficient of compressibility of the water
from the surface of the ocean of the ith level;

Vv, = 1000 ‘s - .
t S FTO00 is the condltional spec¢ific volume (crt is the

[¢]
v conditional density).

The approximate depth of level i is'determined by the eguation

(8)

Hy=l,cosa,

where 1, is the length of the cable down to level 1 and

2. 1s the slope angle of the cable,

T
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The calculated depth values on the basis of the readings of -
the (H.) and (H ) thermchydrobarometers are analyzed for

the permissiblerdeviation {(block 3.3) in accordance with the
criterion

|H— H <, | | (9)

where ¢ is the relative value of error in determining the
depth, selected according to [191].

in the case of satisfaction of inequality (§), the depth to
which the bathometer was submerged is calculated as follows

H =2 r -
o f : (10)

H, + H.
and the equation is entered in block 3.4.

Otherwise, block 3.3.1 is used to calculate the
‘probable depth H; by means of the Lagranglan polynomial:

Ho=L,(x)= X H LY (x),

k=0

(11)

where H " is the value of the depth Hgﬂi,...H

K n’
n <6 is the number of thermchydrobarometers;
,Lék)(x) is the fundamental polynomial for the sequence of

| juﬁCtiOHS‘LO, Ll.,.Ln;
For further analysis, use 1is made of a depth which 18 ecaleculated
by the readings of a thermohydrobarometer 1n which the
deviation from the calculated Hi does not exceed the value

g o g @
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|H,—~Hy L <e (12)

The number of thermohydrobarometers for which condition
{(9) is not satlsfied and the depth value adopted are expressed on
the BPM.

If the difference between the readings of the thermohydro- /50
barometers is in excess of the value allowed at all horizons,
the calculation of the depth is carried out on the basis of the
slope angle of the cable 1n accordance with expression (8) in

block 3.2.1.

In block 3.4, correction is made for the values of the depth to
which the bathometers are submerged:

fgr— 4 Af 1
!'—_——&-{,'_H"—Hi =-A-—E'_.>1. ( 3)

If the increase in the length of the cable between two adjacent
levels (AL) is greater than the increase in depth according to
the readings of the thermohydrobarometers at these levels
{aH), the calculated values for depths that have been checked in
equation (9) are adopted as the true ones and the performance of
further calculations is in accordance with bloek 5, Otherwise,
the readings of the thermohydrobarometer on the 1th level are dis-
carded and the calculation of the ftrue depth of submersion of the
bathometers 1s conducted 1n geceordance with expression (12) in block
3.4.1 with subseguent transferral of the eguations to block 5.

Caiculation of Hydrochemical Elements

This stage is shown in Figure 1 by two bloeks, 4.1 and 4.2. A1l
of the calculations are carried out in the following order.

1. Calculation of the salinity is performed in accordance
with the standard system. At a certain value of chlorine content,
a correction is made in the reading of the burette when titrating
the sample. Therefore, according to the Knudsen formula (101,
the salinity (S) in percent 1s calculated as follows:
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S = 0.03 + 1.805 C1. . (14)

The ‘oxygen content (02, 2 ml per liter) 1s determlned
according.to the formula given in [18]:

196 (1 + ko) by o -'(15)
2 = v—2

wherer:o is the reading of the burette
‘ "ko is the calibration correction

k is the correction coefficient for the hyposulfite
solution

v-2 is the volume of the oxygen bottle assuming that 2
mm of the agents have been added.

The solubility of the oxygen in sea water 1is détermined according
to the formula

02 =y [14.161 — 0.39437. + 0.0077147% — 0.646-10 ‘72— :
. \ (16
— S(0.0841 — 2,56 AT+ 3.71-107°T2)) (16)

L1kew1se, known formulas are used to calculate the oxygen content
in percentage and microgram-atoms per liter [18].

2, DNetermination of the concentration of active hydrogen ions
{(pH) is performed in accordance with the following formulas taken
from [18]:

pHe = pHo-t 4pi +Apr+2(fcﬁT}H(f;—T-)'= | an
p” —-pH 4—7TM
e (18)

whe re pH, is the-éalculated pH value;
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pHO is the observed pH value;

ApHS is the saline correction whlch is a function of the
degree of salinity; o

ApH, 1s the correction for scale values which is a‘functioh :?
of the value of T :

J

a iz the temperature coefficient for the change in pH
as a function of the indicator;

tc is the scale temperature-

t' 1s the temperature of the sample at the time the pH ;‘
s determined; ‘

T, s the temperature of the sample in situ; _

pH,y is the concentration of active hydrogen ions at 0°;

Y is a coefficient which is determined according to. the
formula;

oH. 5 | (19)

=%

4. The alkalinity content (Alk) at the observed horizons is
converted from micrograms per liter to microgram-equivalents per
liter:

Alk R&8A - pqp B .
liter ?IL:I_ter'Q

where @Q is the numerical coefficient from the catalog of constant
characteristics.

For other trace elements: phosphates (Pn), silizone (Si),
nitrates and nitrites (N), the values of the calorimeter are
converted from micrograms per liter to microgram-atoms per liter:

UE'8 - p HE | o .
n liter n liter 1

S_M:S..%-Q;
1 liter 1 liter "2

ug'a .y ug . g |
liter liter 73
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‘Calculation of Qceanological Parameters, Generaglization of the
Final Result .

This stage consists in the determination of certain parameters
at standard jevels . and generalization of the final results of the
-calculations in a form which is used in practice and regular
analyses. It consists of a group of caleculations involving /52
primary processing. All of the operations are carried out in
bloecks 5.1, 5.2, 5.3, 5.3.1, 5.3.2. After determining the true
depths of submersion of the bathometers and the values of the ele-
ments, the necessary data are placed in block 5.1, where formation
of an array is carriéed out according to the observations of the
levels, For this purpose, information is used from blocks 2.2,
2.3, 3.2.1, 3.4, 3.4.1, 4.1 and 4.2, ' :

In view of the necessity of representing the values of the ele-
ments and the parameters on the standard levelsg in block 5.2,
polyriomial interpolation of the values of the temperature, salinity
and oxygen content are carried cut on the specified levels by
means of the following polynomial

La(t) = 3 g0 (e,

Pyeur (20)
where LB(H) 1s the value of the element at the standard level;
yk is the value of the element being interpolated on two
supérjacent and two subJacent level;
L(g)(H) is the fundamental third degree polynomial for four'

successive junctions Hi_l, Hi—24,Hi+l’ Hi+2'

On the basis of the values obtained for the temperature, salinity,
and oxygen content, the values of the conditional density, conditional
specific volume, oxygen content in percent and in microgram—-atoms per
‘liter at standard 1levels are calculated. The remaining chemical
elements are determined only on the basis of the measured levels,
g0 that the gquestion of the vertical distribution of the hydrogen
index, alkalinity and blogenic elements has been studled insufficiently
and the use of any of the existing methods of interpolation may be
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gquestioned.

Later along in the process of data evaluation is the stage of
generalization of the results of the direct observation in a form
whieh is convenient for its subsequent use.

In block 5.3, in the alphanumeric printer (ATsPU), the oceano-
logical and hydrometeorclogical data are put out in the form of a
standard TGM-3 table. Thus far, the latter is the principal output
material of scientific research vessels, and is used directly in
regular analyses and 1s suitable for archival storage. The headline
and last graph of the table are printed including data from the block
in stage 1.

For the purpose of a functional control of the quality and the
analysis of the data which are obtained, automatic plotting of the
graphs of the vertical distribution of temperature, salinity and water
density 1is performed, as well as the "T=S" curves on the "Newval
facsimile machine, whose resolution is an order of magnitude higher
than that of the ATsPU, makingit possible to increase the accuracy
of the graphic representation of the data to 0.02-0.03 degree or a
thousandth. For transmission to the data collection centers, a
radiogram is printed on the ATsPU in accordance with the KN-05 code
which contains data on the temperature and salinity at standard
A evels down to a depth of 1,000 meters.

This ends the stage of primary processing of oceanological data /53
on the "Minsk=22" computer,

Calculations According to Methods

The effective usage of the data that is fed to the computer
memory requires that the volume of computations not be limited merely
to the primary processing. The basic task of the computer is the
solution of diverse analytical problems and the execution of model
calculations that govern the scientific analysis and investigation
of oceanological condltlons. For this purpose, the system includes
programs for computing the vertical stability of the layers in the sea
and certain parameters in accordance with the dynamic method of computin:
the elements of marine current. Calculations according to these
methods are carried out in blocks 6.1 and 6.2. The basis for the
calculation of the vertical stabllity E is the familiar Hesselberg-
Sverdrup expression [12, 137]:

s 1 dT d. N
e ()

or \aiF — at | 7 es dH (21)
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Where p 1s the density cof the water;
z is the potentlial temperature.

Determination of the parameters according to the dynamic method is
carried cut up to the stage of calculation of the dynamic depths and
altitudes according to [11]:

”i
D= j adH, d=
A,
where D is the dynamic depth;

d is the dynamic altltude,
e is the specific volume.

o

a,st ) (22)

Teem

-~

The methodological aspect of the these calculations has been discussed
in detail in many papers [11, 12, 13].

These subprograms include the system of processing deep-water

oceanologlcal data on the "Minsgk-22" computer on the basis of data from
ochservations from an individual drifting station.

This technology for automated processing was successfully tested
on the fourth through sixth voyages of the scientific research vesgel
"Profegsor Zubov". Tables 1-2 show the results of the comparative
analysis of the accuracy of the processing of the cbservaticons manually
and on a computer at 115 stations, carried out at depths from 142 to 4314
meters. The number of thermchydrobarometers in the series varied
from 1 tc 7. Table 1 shows the estimates of the accuracy of the calcula-/54
tion of the depth and temperature at the measured levels in accordance
with expressions (3) and (6). Interpolsated data were not used in the
calculations. Table 2 shows estimates of the accuracy of the data with
respect to depth, temperature, salinity, as obtalned through interpolation
according to the Lagrangian polynomiazl. This analysis indlcates that the -
deviations of these depths in 89.3% of the cases are not in excess of-
12 meters, while the temperatures in 97.5% of the cases are within *0.02°.
The errors in the interpolation of the data on depth are not in excess
of 4 meters in 93.7% of the cases, Iin 87.6% of the cases the temperature
is within *0.04°, and in 97.2% of the cases the salinity is within *0.02%.
More significant variations have to do with the subjective nature of
manual processing in events of unsatisfactory functioning of thermemeters
and thermohydrcbarometers. The results obtalned satisfy the /5
requirements for accuracy in processing of deep water observations and
guarantee high quality of the initial infeormation. This was made possiole
by automation of the compilation of the TGM-3 tables aboard the research
vessel "Professor Zubov," beginning with the fifth voyage (May 1970).
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Let us determine the effectiveness of using the computer for
these purposes. Primary processing of the data fromasingle station
by hand at a depth of about 3,000 meters requires 5 to 6 hours.
Punching the raw data for machine processing consumes an average
of 30-40 minutes, and computation on the computer takes up 5-7
minutes. Consequently, the effect of uslng a computer for proces-
sing the data from one station can be reckoned at 4.5-5.5 hours,
while the efficiency of the calculations increases by an order
of magnitude. '

The effect. of introducing the entire system is considerably
in excess of the, input data, inasmuch as the latter
do not include the expenditure of manual labor for scientific
evaluation. The increase in the objectivity of the calculations
is8 not insignificant, but this factor cannot be measured in
nuibers.

The above-described system for automated processing of
oceanological data 1s basically used aboard scientific research
vessels that are equipped with the "MINSK-22" computer. However,
the experience we have with the processing of expedition materials
at the coastal coordinating-computer center, to which it is sent
either by radic [7] or in the form of punched cards after the
expedition is over [20], as well as the results of an experiment
that was conducted by a fellow-worker at the Arctic and Antarctic
scientific Research Institute,F.M. Pryamikov, in 1970 aboard the
expeditionary vessel "Shtorm," indicate the advisibllity of
adopting this technological arrangement aboard research vessels
that are not equipped with computers. In this case, the results
of the observations are entered on punched tape aboard ship during
the voyage and the tape is then sent to the BKVTs., The form
and content of the processing are essentially determined by the
specialization of the research vessel and the physical-geographical
characteristlics of the region being studied. The specific aspects
of the utilization of such vessels in the shallow Arctic seas
{low efficiency of utilization of thermchydrobarometers
effective transmission of processed materials from observations
from the surface to the bottom to the staff of the marine operations)
renders 1t unnecessary to use fthis system to the full. In this
case, the introduction of correction in the temperature and
salinity values, analysis of the thermohydrobarometers
and calculations according to the dynamic methods are all dropped.
However, the basic principles of automated processing and analysis
on board ships equipped or not equipped with computers do not show
any fundamental differences.

This system of programs makes it possible at the present time
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TABLE T EVALUATION OF THE ACCURACY OF CALCULATION OF THE
‘ DEPTH AND TEMPERATURE OF THE WATER AT THE MEASURED

HORITZONGS .
H ) ’ Ty
sN.w |number v | ar.ec [ mumber .
of cases ' Y lof cades
i 52 37,1 4] 150 20,1
+1 43 34.3 +0,01 - 313 60,7
+2 25 17,9 +0,02 40 7,7
+3 - b 3.6 +0.03 9 1.7
- x4 ’ 1 0.7 +0,04 1 0,2
£5 2 1.4 +0.05 .03 0.6
+6-10 1 0.7 '
+£11-20 6 4.3
Note: Total number of cases H=1403 Tm=516.
TABLE 11 - FEVALUATION OF THE ACCURACY OF INTERPOLATION OF THE

DATA ON DEPTH, TEMPERATURE -AND SATLTNTTY

H T )

numbext " umber) number
IH. M of | % AT, °C of Sl % 48, Y% of %
cases ¢case lecages
0 535 1291 ¢ 340 | 22.7 0 1279 | 85,7
+1 747 407 +0,0t 617 | 41,2 +0,0l1 161 | 10.
+2 167 g.1 +0,02 322 (21,9 +0,02 . 1¢ G,8
+3 17 6.3 +0.03 26 1,71 £0.1--0.2 42 278
44 100 5.5
+5-10). 84 4,6 +0.04 2 0.1
+ 1020 30 1.6] £0.05=0,1 185 | 12,4
=20 2 0,1| :

fote: Total number of cases H = 1722; Tm = [492,
3 = 1492,



to automate the basic stages of both primary and scientific
processing of oceanological information which has been obtained
in the course of operation of drifting stations. Nevertheless,
in the course of the development on the computer of this automated /56
system for processing, a number of problems of a practical and T
theoretical nature arose which did not lend themselves to final
solution. Algorithmization of the process of primary processing
by observing the analogy wlth manual procedures is com-

plicated by the presence of a great many logical operations and
a shortage of basic quantitative criteria that are necessary

for adoption of a final solution. For example, it is necessary
to refine our concepts concerning the vertical distribution of
various oceanclogical elements and parameters. The utilization in
oceanological research of low-inertia apparatus has made it
possible to obtain data which cast doubt on the continuance and
monotonic nature of the distribution of various properties of the
state of seawater [21]. The complexity of the funection which.
adequately expresses the relationship between the temperature
and salinity of the water and the depth makes it possible to
consider that even the most accurate Interpolation of parameters
with respect to the vertical is insufficiently founded.

It is necessary to refine the configuration of the table in
the case of deep water observations. Due to the widely used
method of operation of the vessel at large slope angles, the shape
of the cable and the surface layer may differ significantly
from the theoretical (parabola, catenary). There are no reliable
criteria for determining the layer in which there is a density
jump (a break in the density profile), which is determined
by the 8ignificant gradients in temperature and salinity in the
active layer. For such cases, the polynomial approximation of the
distribution of elements with respect to the vertical cannot be
considered admissible. The extrapolation of the depth is also
complicated if thermohydrobarometers are not used
or function unsatisfactorily at levels below 1,000-1,500 meters.
Criteria (2) for obtaining the true value ofthe water temperature
at the horizon are considered insufficliently founded.

Successful development of an algorithm for primary processing
of information on the computer goes beyond the limits of the
ordinary technical problems and cannot be carried out without
performing special studies. Only a detailed scientific analysis
of the data from observations will make it possible to determine
the characteristics of the real ang multifactorial medium which
remalns disregarded in manual processing. An important role in
thils regard is played by eritical analysis of the rellability of
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the pgw data, one of whose varieties can be the method of
mathematical statisties (evaluation of the reliability of the
..zero hypothesis). For this purpose 1t is necessary to plot
typilcal curves of the vertical profiles of various elements and
their reliability limits for quasiuniform regions and periocds of
the year. In evaluating the reliability 1limits it is necessary
to take into account the law of distribution and the coherence
of the analyzed elements -in space and time. The results of a
comparisar of typical and observed curves allows an objective
approach to the evaluation of the quality of the raw data for the
purpose of an appropriate elimination of erroneocus values and
checking the given method of approximation of the data. '

The system for analyzlng the data on the computer at the /57
present time has been developéd only as far as deep water data’
is concerned. However, oceanological information is not exhausted’
by the material from bathometric observations and the existing
methods of analysis constitute a combination of various record-
ings and methods of computation. Therefore 1t is natural to
attempt to generalize the principles for further methods of
developing systems of analysis and processing of ddta on
computers.- ' ‘

Tne principal factor in the analysis i1s the separation of
the materials obtained into random and conditionally idetermined
components. This separation is possible through filtration of the
original series for the purpose of determining processes with
given pericds (frequencies). As 1t applies to oceanology, the
problem consists in isolating from the total oscillations the
tendencies and trends that govern the slow and regular changes
in the process and the small scale fluctuations which amount to
random noise. The determined changes include long=period tides,
seasonal circulation of water, phencmena assoclated with solar
activity, characterizing monthly or seasonal averaging, as well as
changes in the mesoscale (from several hours to several days):
tidal phenomena {generated by ten basic tidal waves),
internal waves, and so on. The basic methods of studying such
phenomena-~simulation of coastal and oceanic circulation, calcula-
tions using the dynamic method, determination of the stability of
masses of water, spectral and harmonic analysis and boundary value
problems of tides. - : '

An analysis of the random component (noise) includes the
study of the microprocesses with insignificant space-time scales.
The principal method is the probability statistical investigation
with total analysis of time series (the calculation of the momentary
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characteristics with evaluation of the optimum degree of approxima-
tion of the empirical law of distribution to some theoretical law),
calculation of the structural and correlational functions, as well

as functlions of spectral density. The features of the statistical

structure are employed for an objective reconstruction of the

field at the Junctions of some type of network.

In the final stage of analysis of the data on the computer, the
problem of the compaction of the data and its recording on the
technical carrier in a form that allows subsequent restoration of
the multidimensional law of distribution of a parameter is solved.
It is necessary to display the final results on a cathode ray tube,
coordinating plotfing device and digital printout.

At the present time, the development of this system for analysis
and processing of oceanological information on a computer to the
fullest extent is complicated by the shortage of investigational
data on the natural statistical structure of these processes and
fields. However, the results of studies that have been conducted
and published [1-4, 15, 17], indicate that it is possible to transfer
to the computer those basic stages which include filtration and
ocbjective analysis.
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- /59
ERRCR IN INTERFPOLATION AND CHOICE OF THE RANGE
OF DISCRETENESS IN MEASUREMENTS IN A HYDROPHYSICAL

FIELD

0. F. Zudin
B. A. Nelepo

In the theory of the development of the hydrophysical field,
objective or numerical analysis i1s understood o be the handling
and execution of a method which makes it possible to use the
data from hydrophysical measurements of the aguatorium of the ocean
to reconstruct the values of a hydrophysical element at the
junetions of a regular network. This involves the problem of
determining the statistical characteristics of the field by work-
ing out a discrete realization of the measurements.

The manner of solving the problem of selectlng the approprilate
moments for performing the measurements, thelr mutual arrangement
and the number of i1ndividual measurements determines the
results of the averaging, i.e., the results on the Statistical
structure of the field on which the error in interpolation in turn
depends-[1]. The method of optimum interpclation-is based on the
utilization of the theory of linear interpolation of stationary
random sequences [2],

Interpolation is carried out observing two conditions:

{1) The determined 1ntermed1ate value is a linear comblnatlon
of measured- values

(2) The reconstructed value is determined under the condition
of a least mean square of the error of interpdélation.

In the case of a 1limifted system of measurements for describing
a statistical structure of a field by the method of optimum
1nterpolat10n the reconstructed value of deviation F* at the point
in gquestion is found by the formula

n—1

—‘ztéﬂﬁ.

{0l

where f¥ is the reconstructed value of the function of the measurements
at the p01nt in the field and
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. éréft%e wéight'coefficients whlch reconstruct the values of
the field.

The weight coefficients are chosen under the condition that /60
the estimate ¥ gives the best results of approximation in the
mean statistic, i.e., 1t reduces to a minimum the value of the
mean square error in reconstruction e.

The system of linear equations for determining the weights
has the form

n

|
:L*ijgfzpnm
F=1

where W0 are the values of thenormal correlation function for
.distances between the stations and the point of inter-
polation.

Then the error in interpolation will be determined by the
formula

E::‘]--— V“p. gi_ . ,
iZ‘, o (1)

Hence the measure of the errvor of interpolation 1s determined

essentially by the covariational matrix [ui j] (1, 3 =1, 2, 3)
which 1In turn is determined completely by the gecometry of the
arrangement and the discreteness of the measurements.

Brlize - o Biplie
Batftzg- - - Banbhoe | = |1, j’
P‘nﬂ“‘na- A P’mt["‘no

by =8 (r )

r =V — %2+ (- v

The most ratlional approach 1s the location of the measurements
{stations) at the points of a lattice formed by equilateral
triangles.

Discreteness of measurement 1s understood to be the determina-
‘tion of the distance between the station, where the error ¢ does
not exceed a given value, The solution of this problem is very
complex. However, if we use interpolation, not for the entire
combination of measurements in an investigated space but on the
basis of adjacent measurements (2, 3, 4 ptc.) we can obtain
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relatively simple formulas for 1ts solution.

Assume that the indlvidual measurements of a given realiza-
¢1on in a field £, (k =1 ..., n), having a continuous normal

correlation function u{t) are known.

We will determirne the reconstructed value f* as a combilnation of
measurements spaced over the interval T with weight coefficients
which insure that minimum of the mean sqguare in accordance with
‘ formula (1).

Let us determine tne approximate value f*(@) of the-glven

realization with x + 6 as the linear combination of .
the calculations of £, and T with coefficients which 1lnsure the

minimum of the mean square ofttne value f(x+@)—f*(e)f We will
then have [2]:

£ O =g O) /-t GE—0fp
e= S FEA = O =t ~FO)—F (== §);

opl)—plr—0p () |
0 ="FrpEn

F(6) = () g ().
' (2)

In this case, the covariational matrix will have the form /61

1 ¢(7) o) =T,
(H(ﬂ 1 P(f—'”)( )

It follows from (2) that e(e) = e(T) = 0, 1.e., c(9) must
pass throueh 0 at 0 <« 8 < T gnd reach a maximum at 8= 23 equal to

()

o= I =1y -

Hence the scatter of the approximate value around the
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approximator does not exceed ¢ ., determined by expression (3).
Without adding the intermediat® calculations, we can obtain
analogous equations for the case of location of stations at the

vertices of an equilateral triangle with an interval between stations T
(interpolation is carried out on the basis of three measurements):

w{7)

Emax = 1 — TWT) .

Let us examine a case when we have four observations of
stations that are located at the corners of a square. In accordance
with formula (1), the error in interpolation for this case will

have the form

4
:l_—zp;_ogl' . : (LI)

=1

The standard procedure of differentiating an ‘ /6
expression for error and finding the point at which the deriva-
tive vdnishes £an be used to show that the error reaches

its maximum at the center of the square.

Considering this fact to be known, we can obtain the weipht
coefficlent for interpolation at the center of the square

{7)

o -];%—) +25(7)

g = (i=1,23 4),

Substituting g. in expression (4), we obtain the maximum
error of the optimum interpolation for the sguare

T
42 —
e
max .
* 1-{-::-( T )'I-.'Z;A(T) (5)

]
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Practically speaking, it makes sense to choose T so that e

is much less than one. max
Let QS simplify (5) by taking into account the small size
of T relative to the extent of the aguatorium in question.
‘Let us expand u (T) into a Maclaurin series, which in the
general case has the form:
P‘(T)=1”‘I‘FIIT"J‘PzIle+--'+Pan.}n+Rn“T|)’ (6)

Wwhere u, = %—, u(l)(D);

Rn is the residual term.

For functions which do not have derivatives at the point T = 0,
we will have

py=— lim [-l-m (7).
+.!

Let us substitute series (6) in (5), limiting ourselves by cutting
off the series at u.T? and in the course of the, calculations we
will discard those "terms which contain.ul and Tt ,ith 12 (these

terms are not principal ones). - We will then have

Emex = % [ V2 (VE—3) T -1 2037° + (4p, — ) +
+V2[(V2+3) l‘s—P'zPs] T’ +0(dﬁj. (7*)

Depending on the functions p(T) from expression (7') we will

obtain three values cof Eﬁax:
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B E0 = YEXZ=I) b7 1 ga2);
2
=0, p2 #0, ps#0 smu=%2+(m——?)7“+0(¢“): (7

P'[=0, 92%0 P‘S=O| P'*'OI-

/6
¥
Emax = (E"&""T) T".l-.]/_(]/g +3) P5T5+0(aﬁ) (8)
It can be shown that these cases describe a sufficiently
broad class of continuous functions u{(T).
Let us change formulas (7) and (8) toc a form which is con-
venient for finding T for a given value of ¢ . From (7) we will

have max

e {1 (=5 )]

Let us expand the expression in the brackets in a series
whieh is limited 'O the first term. Then, after we extract the
cube rooct, we will have the guadratic equation

7 o A E'P:Vﬁmax 0
4'& w5 T fpg—py

whose solution gives the desired formula

(l/1+ o t3) l/:—%“) (9)
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From expression (8) we will have

T (4l‘4 _ P'g)

Emax ~ 4

1+F5

(V34 3)Var "‘l‘
% )
il S

Similarly, we will have

2 . ’ '
% -
el WLl I Py s wal
Wz, " 7~} (10)
, B o T ' P‘r'"'";' .

On the basis of equations (9) and (10) which we have obtained,

given the value of € ax> WE can find T with an error of the same
order as the error 1n 2&ne determination of gmax :
If p(T) is known, we can find not only Emax but also can piot

-the distribution of the error over the area,
1, where for the square u(T) = exp (-0.1 [T{), with T = 1, € =
= 0.0558 and for the rhombus T =yr-
iz
However, if we calculated using formula (4) we will obtain
max 0.056, i.e., a result which is obtained on the basis of"

approx1mate formulas and is in good agreement with actual results..

‘as was done in. Fig. ~

*In gddition, as we can see from flgure 1 the error in- _/64-”ﬂ'

interpolation at the center of the rhombus is. less than the .
error in interpolation at the center of the square, although the
discreteness of the lattice is 1ess than the dlscreteness of the
square.
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Figure l--Distribution of the error in interpolation
for a square (a) and a rhombus (b).
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THE PROBLEM OF SELECTING AN OPTIMUM FREQUENCY FOR
A MEASURING GENERATOR IN DETERMINING THE VALUE OF
THE HYDROPHYSICAL PARAMETER WITH A GIVEN ACCURACY

V. A. Stepanyuk
In hydrophysical electronic devices that have been developed :
in recent years, considerable use is made of the freguency method
of measurement. The use of this method for the measurement of
temperature 1s based on the employment of a thermistor as the
temperature-sensitive element, connected to the circult of a measuring
RC generator for regulating its frequency.

This same principle is used in designing the measuring
temperature generators of autonomous devlices for the measurement
of the microstructure in the layer of water adjacent to the sur-
face, included in the SIGMA-s complex. The problem of choosing the
optimum frequency for the measuring generator is a timely one and
is worthy of further study.

The information theory of measuring devices [1] establishes
a fixed relationship between the magnitude of the energy required
by the measuring device and the value of the information being
transmitted, from which comes the concept of dead time of measuring
devices. It has been shown that the dead time of an electronic
device is equal fto

—8 ;
1= T'lpeas ™ 10 (1)

where v 1s the relative error in measurement and
tmeas is the time during which measurements are carried out.
It should be emphasized that we are talking here only about

random errors, since analyzing the signal to reduce them i1s
more time consuming than eliminating the remalning errors

_ From the concept of the dead time of the measuring device
it follows that,with a given accuracy,one can determine unambig-
uously the length of the measurement time. For the case of
temperature measurement in a range from -2 to +32°C with an
error of no more than 0.01° the total value of y will be
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approximately equal to 3.10_u. We will take with a reserve

(for consideration of additonal errors due to the unstability
of the characteristics of the measuring generator in the range
of operating conditons)y | = 10=% | "Then on the basis of
expression (1) Tmeas will ge T second., '

S~
o

Due to the fluctuation processes that occur when the
amplitude of the signal is changed, measuring RC generators
-have a final value of instability which is difficult to reduce.
We performed measurements of the fluctuation instability of the
period of oscillation of a model of a measuring generator by
means of the Cl-35 oscillograph, extending the period of the
oscillation over the entire screen. The range of 1nstab;11ty
of the period ¥ turned out to be between 5 * 10~2 and 10-1!

In addition, in such generators, in order to convert thelr
frequencies to digital form it is necessary that when the resistance
cf the thermistor changes the maximuwn deviation in the frequency
fmef ,, the magnitude of the range 4) of the change in the para-
meter, and the magnitude of the guantum (§) of the parameter
and the megsurement time Tmeas are linked by the relationship

t (fm-_'f(])=":_lx | : (2)

where £, is the minimum frequency of the generator and
fm is the maximum frequency of the generator.

The constant component of the generator f, is excluded in
the processing of the signal by means of a calculation of the
auxiliary high stability frequency equal to f In practice thils
means that for a given case of temperature megsurement with T =
= 1], second deviation of the frequency of the measuring meas
generator on the basis of (2) will be 3400 Hz.

When converting the freguency of the measuring generator to
digital form (calculating the number of periods in a high stable
time interval) one actually carries out a statistical averaging
of the length of the period of the oscillations, so that the
random error in the measurements is reduced by 1/%} times,
i.e.

(3)

1

= i
meas l/_{_
[

81



2
For the case in question the measurements L =38, which
-makes 1t possible to determine the value,of the parameter
wlth an error of Ymeag 2PProximately 107~.

In order to obtain an error of Y random - 10"“, 1t is obviously
simpler to use the methed of statistica? averaging of the results
of several repeated measurements instead of increasing the
stabllity of the period of oscillations of the generator by
using low noise (and costly) electronic components. This com-
plicates the circuit, and is not always possible anyway.

In order to utilize this method of statistical averaging,
it will suffice to provide the necessary number of repeated
measurements so that the magnitude of the random error can be
reduced by ‘a factor of 10 which, according to expression (3) will
be equal to 100. Consequently, the design of the measuring’ /67
generator must be such that it allows maximum deviation of the -
fregquency 100 times greater than the deviation under
condition (3), i.e., (fm—fo)Statistical equals 340 kHz.

Let us determline the frequency range of the operation of the
measuring generater for the latter case. The coefficient of the
change in resistance of the thermistor with changing tempetrature
will be 3-5% per degree. In the range of temperatures measured,

(a= 34°), in selecting the average value of the indicated co-
efficient, the relative change in resistance of the thermistor
will be

AR _ 1,36,
' (4)

Since the deviation in the frequency of the variations of
the measuring generator is proportional to the change in the value
of" the time-determining element, taking (5) into account we can
determine the minimum frequency

f — Um—fo) statistical
*statistical ﬂgr ’ (5)
T

il.e., = 250 kHz.

fOstatistical
Consequently, the measuring generator must change its
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frequency from 250 kxHz to 590 kHz in a temperature range from —2° to
+32°. . ‘ .

_ We performed measurements of the fluctuational instabllity
‘of ‘the period of oscillations in a model of a measuring generator
‘by means of 'a digital freguency meter with averaging of 103 and
10% oscillations. The results of the measurements confirmed the
flndlngs that are set forth in the article.

Hence, in chéosing therworking frequency for a measuring
generator it is necessary to proceed on the basis of the require-
ments for accuracy of the permissible measurement time, taking
into aceount the actually p0551b1e stability of the perlod of the
oscillations.,
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SMALL PARAMETRIC MODEL OF THE PRECOMPUTATION OF /68
METEOROLOGICAL FIELDS ON THE BASIS OF COMPLETE
EQUATIONS AND ITS ENERGETIC ANALOGS

Ye. P. Borisenkov

The. problem of constructing small-parametric models for
precalculation of hydrometeorological fields, in which the
mechanism for conversion of the basic forms of energy is described
simultaneously with precalculation of the meteorological elements
themselves, was treated in [3, 6, 7, 15, 18]. The energy control
in the hydrodynamic models may te good and in fact may bz the only
physical check of their quality.

It must be pointed out thatattempts to use energy control in
the mathematical modeling of the circulation of the atmosphere have
already been made [10]. However, thus far 1in the overwhelming
majority of models, 1t is either absent or performed formally to
a certain degree. The fact is that including the curve of the
kinetic or useful potential energy in the numerical model of the
calculation, using principles of retention of certain characteristics,
is extremely useful and valuable, but it does not constitute energy
control, which is what we are discussing. A simple analysis of
the curve of Kinetic energy may characterize the stability of the
computational process, depending on the numerical method of
solving the problem which is used, the smoothing procedure, and
so on, but it is impossible in such an analysis to say anything
definite about the sources of kinetic energy in the atmosphere, not
to mention the cycle of energy conversion. At the same time, an
actual increase (decrease) of the total kinetic energy takes place-
only due to conversion to other forms of energy, in particular,
the valuable potential energy. The latter in turn is fulfilled
primarily through the influx of heat. Consequently, total energy
control, in addition to calculation of the components of the energy
balance, must provide for an attempt to close the energy balance
equatlon The latter is possible only under the condition that
‘the system correctly describes the cycle of converslon of the various
forms of energy into one another. The more physical the model,
the more accurately it will describe this mechanism.

" As was shown in [6,11], for a closed air mass (the atmosphere /6
of the earth) the mechanlsm for the conversion of energy may be o
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described by the following balance equations:l
(3] = (0~ (y; )
(e} = {5} — 10, . (2)

where K is the kinetic energy

A is the useful potential energy

D and G are the dissipation and the generatlon of kinetle

energy, respectively;

e 1s all forms of influx of heat;

t 1s £ime .
The sign {} Indicates averaging initially along the Vertlcal, on
the basis of mass, and then over the entire area.

The same equations are fulfilled in the case when a non-closed
model is used, even if the 1limit of the region is reinforced, as is
done in problems of precalculation for a limited territory through
the setting of zero boundary conditions.

We will assume that the kinetic and useful potential energy

of the system does not change significantly with time and from
equations (1) and (2) we will have

whence

{e)=(G) = {D). (3)

(Here the line 1ndicates averaging with respect to time,)

It follows from (3), however, that the total influx of heat

1Note that the difference in approacnes developed in the works
of Lorentz [11,18] and in our works [5, 6, 16] consists primarily in
the methods of calculating the available or useful potential energy.
The form of the balance equations that are used is the same.
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into the atmosphere must be approximately equal to the generation
or Jdissipation of kinetic energy. Obviously, under real con-
ditions K and A will change with time, so that in analyzing
equation {3) we can speak only of orders of magnitude. But this

1s important in itself. On the average, generation, like
dissipation, of kinetic energy on the basis of various estimates
comes to apprximately 5-10 watts per square meter. However, the
influx of heat to the upper limit of the atmosphere 1s 350 watts

. Hence the atmosphere behaves like a "heat engine" 'with a very

low efficiency of the order of 0.01 - 0.02. This.is the basic
difficulty in applying the energy balance equation.in each time

step in the integration of the dynamic equations. Similar attempts
have led to the need to calculate small differences in large values,
each of which 1s determined with considerable error. At the pre-
sent time, the accuracy of calculation and measurement of various /70
forms of heat influx.is so low that the errors are much greater
"than the value of G or D. In this connection, it has been stated-
that the closure of the energy balance equation is an insoluble
problem. Lo

Nevertheless, until it 1s solved, 1t will be Impossible
to use the laws of hydro- and thermodynamics to describe correctly
the nature of the atmospheric processes and to require good
guality on the part of precalculation of hydrometecrological fields.

Difficulties simllar to those described above have already
been encountered. Thus, for example, quite recently the construc-
tion of divergent models for precalculation requiring inclusion
of data on actual wind, turned out to be unrealistic. Regardless
of the relative accuracy in determining the wind speed, the
calculation of the divergence could not be considered reliable:
not only.the sign, but the order as well, of the magnitude obtained
created doubts. In this connection, in quasigecostrophic models
divergence is excluded from vorticity equations by means of equa-
tions of continuity and of influx of heat. Nevertheless in recent
years 1t has become possible to solve complete equations, and to use
divergent models for precalculation on the basis of complete
equations, generally without 1ncorporating any data on the actual
wind [10]. In this case the wind is calculated from equyations of
dynamics that are quite accurate, insuring agreement of the inte-
grated equations. The quality of the precalculation on the basis.
of complete equations is much higher - than when qua51geostroph1c
ones. are employed o - . ,

Multilevel energy models of the atmosphere can possibly

describe the fine mechanisms of conversion of variocus forms of
energy including small scale turbulence in the boundary layers
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and the free atmosphere, as well as the mechanism for the
formation of clouds. However, in many instances it is advisable
to limit the problem to the small-parameter models of. the
atmosphere energetically equivalent to the real atmosphere.

As shown in [1, 4, 5, 6, 13, 17], the construction of a
static model of the atmosphere which is energetically equivalent
to the real one requires knowledge of only four parameters in all:
Py Whlch is the pressure at the surface characterizing the mass of
a column of atmosphere of a uniform cross-section; z__ which is the
height of an average energy level characterizing thea‘position of
the center of gravity of a column of the atmosphere with a uniform
cross-section; Ta which is the temperature of an average energy
level which is unambiguously linked to zzy by the relationship
RTav = BZ,, {R is the gas constant, and g 1s the acceleration

due to gravity), and it characterizes the average (with respect
to mass) temperature of a column of atmosphere of uniform cross-
section; TD is the temperature at the surface.

In [2, 15] the authors discussed some of the possible methods
of constructing small parameter dynamic models of the atmosphere
using the properties of the average energy level. The models
were tested and revealed their workability only in instances linked
to a sharp restructuring of the baric fileld [6, 12, 14].

Pogsible ways of using data from weather satellites
in these models as raw data were discussed in [4, 8, 97.

~
g

Let us examine the construction of a new dynamic¢ small
parameter model of the atmosphere using the properties of the
average energy level and for an example let us attempt to illustrate
one of the possibilities of achleving energetic control of the
sysftem. Its realization assumes solution of the resultant system
of equations on the pattern of solution of complete equations.

The model in question will incorporate integral characteristics
of the components of the wind speed which are analogous to the
functions of the total fluxes for the ocean.

Let us write the equations for fhe dynamics of the atmosphere
in a Cartesian isobariec system of coordinates:

0.!1 du OH



o: +“§;‘+'”,W+ *_5.5.2—-—0}-—-£u+
2 9 '
+d—p—~kg2933;—+wv’ﬂ: (5)
oH 1,
op g (6)
p==pRT; |
tH_ fv duk* = () (T)
#+W+Wm“_ (8)
d ar S ar . d {1
55k1g=p*;;+wva+B,+Em:f"v?+PTtT(‘F‘)' (9)

where u and v are the horizontal components of the wind speed
on-axes x-and y;

m*'=-%% is the vertical isobaric velocity;

p is the pressure;

p is the density;

T is the temperature;

gz =,ﬁ‘;$ the geopotential;
z is the linear altitude;

¥ and k,, are the coefficients of vertical turbulent exchange
for momentum and heat, respectively;

u and up - are the coefficients of horizontal turbulent exchange
for momentum and heat, respectively (usually k = k_ and
M= g are used) ; T

‘Er is the ‘influx of heat due to radiation; _
€ is the influx of heat due to phase transfers of molsture;
Jj is the mechanical equivalent of work,

e, is the specific thermal capacity with constant volume.

R : , du | dv. . Qu*
We will add to eguation (1) the term u(é%4*£}+~%;}:0 s .

fou v 9%y g e
to equation (2) the term ”(E?*'ﬁ?+'dp)*7 and integrate
these equations with respect to p from the. lower to the upper
limits of the atmosphere. As the lower limit we will use the
undisturbed surface of the open sea and as the pressure at the
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The derivative Hy, 1s equal to zero at th
atmosphere with 'z = 0 (p = P
atmosphere with p-0.

lower 1imit (po) we willl use the reduced pressure to sea level.

Then fu(du on? Dury duw*

B
aH
ERr b o LR (R
O o

4]

P P p'ad 9 (lo)
+ IJ' vdp +.§‘p-v2udp + ] i kg”p”d—;dp;

8 0 b
Flov , duw | o . gpur & ot £
I(;,-t—'f"—d}-'!’“—g;' +—a’;)dp== - ‘ de'“f["dﬁ'l-
0 b f

By £y P P (11)
g2, ¥
+6fu- v”vdp+j op ke o oP-
i3

The equation of statices

in integral form will be written
as follows:

(12)

e lower limit of the
) and at the upper limit of the

On the basis of (12) we will have

Po Po
frar=rfrep. (13>
0

Moving the average values of H (the central gravity of the column
of atgosphere of uniform cross section) and T (the average temperature
of the layer) out of the integrals we will have

HP0= RTPD!



or
A - RT. e

However relationship {(14) is satisfied for real values of H
and T only at an average energy level, where the function H
reaches extreme value. As follows from (12), for the averdge /13
energy level

whence
HWRTav'

- (15)

The properties of the average energy level given by the
author in 1957 are discussed in detail in [1, 4, 5, 6, 7, 13].
Here we should only mention that the condltlons that follow from
equations (13), (14), and (15), will be used by us to replace the
average values of H and T by the values of Hyy and Ty and for
the mutual transition from Hgy to Tgy and fromTav to Hav

These conditions may be obtained from equation (7) as well,
if we write it 1n integral form. :

In fact, in ‘accordance with the state equation

Po g
. 0

a

Substituting‘dp from the static equation, we will have

oa Po .
. dez:-%:f?dn

o
Integrating by parts, we will have

=] Po R ‘zo ‘.,
Z| | 2dp=—1"\ Tdp. _
pn[ -r-ﬁ[ p &'J p (16)
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In view of the fact thatthe function pz is equal to zero at the
upper and lower limits of the atmosphere, and taking the average
values Z and T out from beneath the integral signs, we will have
condition (14).

Of course, it is also possible to get these same conditions
from purely energetic relatlonships

Integrals of the form

Po

dp= | R 14
zdp= pdz:-——-ﬂf?‘p
j =g 1o

are nothing more than the potentlal energy of a column of atmosphere
of a uniform cross section. The internal energy of such a column
will be determined by the expression

- J-gﬂ_fnrdp.
]

.
=

Accordlng to the theory of Dines .

iﬁLT?ﬂp
£ o1

r—1"*

Po
._R_ " Tdp
£ p
whence

fcvfpo — 1
g 217

or

For the average energy level, the ratio of the 1nternal
energy of a unit mass to the potentlal energy will be




 whencé
Rzﬁ?gﬁw;

This eondition is fulfilled only on one level which makes
it possible to assume that z =g and T, =T,

Let.us write the equations of continuity and'influx of heat
in integral form, converting the latter by using the state equations

Py X )
j(—,‘};—+%+‘%§)dp—-'—-_o; an
0 o :
®
uh;k' dp+f:s,v=rdp+j(s,+%)dp-
| =f"£ dﬁ'"‘ﬁf ok 2 T

Let us introduce the integral components of the wind speed

e P
Uzgudp; Vr—‘-ﬁf‘ﬂ#ﬂ- (19)

Thesa characteristics are analogous to the components of the
function of total flux widely used in oceanology, although
this 1is not always the same. Here, as an independent variable, we
will use préssure, while in problems involvlng oceanic circulation

it 18 usually depth that is used.

We dari show that the integral characteristics of wind /75
_8peéd dre determined sufficiently well by the characteristics -
of the average energy level. For this purpose let us write (1)

.~ without tsking into account the term with the horizontal viscosity
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in the form

1. /- 0H | i,
T(“+“¢v+'a;r)=“"
(20)
_du — kot
where dt-x gptm is the component force exerted by turbulent
friction on axis x.

Integrating expression (20) wilth respect to p from p = 0
top =p
0

Do
grodp V-——:—(J udp+§ dP‘l"‘n) (21)
However
Pa
Qﬁ_ oHp, __ oHcp,
x XHdp— - 8x (22)
50 that
V;%Oﬂcm_‘_u Po 4\ Txo In, (23)

Similarly, we will have

1 0H, v- T
U____T cPo+ Po+ .Vn

(243

where U and ¥ are values for acceleration averaged with respect
to the vertlcal and

% and TV are the forces of turbulent friction.
o Yo

The estimate shows that U and 74, , ¥ and 7y, make a small
contribution to the total wind speedf ‘Hence U and V will be
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determined primarily by the components of the gradient of the func-
tion Havpo‘

1f in (19) we mOVe the average value of u and v out of
the integral signs we will have

U= apy; (25)
v:';-'z_}po.

Hence, without great error,

= Mgy

where ug, and v, are the oomponent speeds at the average energy
level. In a geostrophic wind

_ 1 BHav.u
Uﬂ U‘—""'""T'—'E')T—Eo.

"~
o

I3

V=V, =+ . %y,

These expressions can be used as zero approximations for U
and V.

Now let us carry out integration of the equations we have
obtalned, using the rule of integration of the function with the
upper limit given.

As the boundary conditions at the upper and lower limits of
the atmosphere, we will use the following.

At the upper 1limit of the atmosphere (p=0)
w¥ =0 kgzpzdr == kg — dv ;k,g P -—=0

om0 em s (BL+ L)

T

where Jo—: 1is the influx of shortwave radiation from above
BlL— is the flux of long wave radiation from below
Ji— is the flux of reflected short wave radiation upward.

At the lower limit of the atmosphere (p = pD)
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U=U,; V=7 W=W=U;

l.l)-—-

opo —l'_uﬂ dPo + 0 dPo P 6Pn .

ot "‘dt'
a du
kgf‘g a:; l = - Pokg oz =Ty
P=p =0
oy du
el | =g | =
P up9 z=0
or or g e
k.g? Er) I = — R, g0, ;1 = s’o'
P=p =0

T=T,

We can say with a sufficient degree of accuracy that
apo/at = pyg 3z /Bt where t is any one of the variables x, y, and

£t: and zg, the altitude of the isobaric surface ps, 1is constant.

The characterlstlcs of turbulent exchange at the agmosphere -subjacent
surface interface as well as the radiation balance wlll either be
given or calculated by means of indireet data. It should also be
noted that setting the boundary conditions in this form is only
valid for the level of the open sea. Above dry land, taking
orography 1into account leads to certain changes in these

equations,

Having integrated (4) we will have

~
—1

Do Po
Ju? Juv dum*
jbﬂ%&+®+¢)@_hh@fW%+
0
Po

49 )
o f-u“dp-— Botto 5% pﬂ + g"jl uodp — Un'vo-———-l- Byl e

b
af+ajudﬂ+“fuw%
-13/ 20

dv. ., duv dua? v a
j( + 5+ ) =+ o wdp+—§v’dp.

0

=_____ dp __()va'
J dp dep Hy e = ety

+

p
j dHhv.
]
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Po

§'P-v2vdp=t=-vév-

(In the last two integrals, there are additional terms -that
constitute combinations of u,, V,, Pp, and their derivatives. If
we assume that in the boundary c¢ ndigions Uy = vg = 0, these terms

will drop out.) 0

~_Taking these conversions into account, the equations of motion
that have been averaged with respect to the vertical may be written

as follows:

i K oo " dHpyP ¥ Y
%{— = - d?c f utdp — -oi;-s:wdp—-—ﬁi-ﬂ IV A e vU; (26)
’ | I 0
av o B o OHavPs 117 i ot w-u (27)
=) “”dﬂ—a;"§”’dp—“ﬁr“ Wy, +vV.
[i]
The equation:éf continuity (17) after integration‘gives /78
us _ ‘
Po ’ 6» la Lo F .
3%- “dP"uoﬁ?“"a}‘j”dP—%%'*“’o:Oo
. o _

- N \
or, taking into account the expression for u, and the boundary
condition w = 0, with 2 = 0

E;TOE'*(‘%“{"%)' (28)
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Let us integrate further the equation of the first law
of thermodynamiecs. We will represent all heat fluxes by e, and -
rewrite equation (18) as follows:

Py ’ Pa Py

. T 1
f Edﬁ:_]c‘b‘f %po—l—jp ‘%‘(‘P—)dp=
o o ]

_IEO a7 Py "
=j(,'pj '—d'—t"-dp—-j‘ '—P‘—dp.
o 1]

(29)

w™
The term !'Tpo determines the magnitude of

generation of kinetic energy represented in equations (1) and (2)
by G. However, in the integral form, the prineipal contribution

Po :
to G is gilven by the term RJ'%;¢p wlth the residual term

Po
Jpé%(%ﬂdp .characterizing the work of expanslon, whilch is

. 3
proportional to 1 . gR-mthe individual change in a column of atmos-

phere of a unit grosggsection.

Taking into account the small size of this term, egquation
(9) maybe written in the following form with considerable accuracy:

¢ ¢ ar * dr
| zf,s.dp =Je, | Gr dp ~ R| Grdp=Je,
' 0 0 0

fﬁgl¢n

However, the work of expansion can be taken into account more
accurately.

Since

2 (3)dr=—re[ TG

0

~
O

following extraction of the average value of the temperature
and the repeated application of the equatlion of statics, we will
have
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jp%(_;-)dp=;'1e?—"§.- (30)
[}

Then -

s ‘)Po
edp=jc,\ —ap— RT 5% |
§ S 7 (31)

9p,
A simple estimate will show that the term ?ﬁ

is small in comparison with the influxes.of heat and the change
in interral energy, but it is important for the closure of the
energy balance eguation.

Let us add to the expressionibeneath the integral on the right--
hand side of (31) the equation of continuity multiplied by T.

In this case

Po Po Py
.0 (i) . 9 0
J€o j _qT_ J [eT pﬂ = je, [W—j po -+ i f qup -+

I 0 0

P . ) ’
"of" 3 oTdp-—Ty 20 — uTo 2o — 0,7, 22 +u>*T] RT % =

. 1 aHa'vpo 6"1&1,)‘ 1) oMV oap, e
“1—1( ot - % ) RT3 o' (313)

. '. L . H.
Here we make use of the fact that | Tdp = ToPo, 7; -2
&

[

U=upy V=0py, x=—-.

o

The equation of the first law of thermodynamics, inte-
grated with respect to p, now assumes the following form:

‘ ' 19HayPo aH 2 o _ I e
[EETA N
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+ &, T ".",,{Varavﬂo_ [To\?sﬂo —2 (%? %’Eg +'%%' %;".') - .
- (% .%7:;_+g§«..%)]]_ (32)

Here ¢ is the turbulent heat flux at the lower limit of the
atmosphere. The brackets result from integration of the terms
that determine the horizontal turbulent exchange.

_ Solving equation (32) for the fraction %#ws : _ - /80
"we will have d

oH, 1 foH U o V Teen 3pp , %=1
“55”““';:(“5?‘*"%")—”@* e N

Pa -
P | (6ot 454+ 5 [ ¥ (o) Tvipy

dfo (’pg OTO dpo dpf, . O’To _@E_’; . B’Tﬁ
"2(*5F"5r+“a—;'—a;*)"(?; Ja T oy ”a“-,a)- (33)

Equation (33) can be obtalned from energetic relationships
as well.

Let us use the letter J to designate the internal energy of
a column of atmosphere wilth a unit cross section. Then the
énergy balance equation will be valid, and in accordance with
it, for a column of atmosphere with unit crosg-section, without
taking into account the work of eXpansion, we wlll have

%‘:— —l—dlv.lce:éf gl 2, | (34)

with:divJe=divaJ¢c, where the index h designates the horizontal

divergence and ¢ 1s the average wind in a column of atmosphere
of unit cross-section. ‘
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However, the internal energy of a column. of atmosphere of a
unit cross sectlon is unambiguously’ determined by the expression

[1, 51

. . jC-;.TcP _ 1 . . . C -
I= gﬁ'ftulf%vh° R : {35)

Substituting equation (35) in (34) and reducing to_g,_éftér
substituting e from (18), integrating and solving the resultant -
equation with respect to dHavy , we can easily obtain

ot
equation (32) and then (33). In the adiabatic approximation,
equation (33) is simplified still further

1 (b U | oH LV 9Py o
af;tav _.__.J.’_u.(_gﬁx +_T§E' ) miL s o (36)
where m = 2-x

Py

Now let us_examine the non-llnear terms in equatlons (26) and
(27). Let u=u+u', v=v + v' where u' and v' are the deviations
from the‘averagéivalues-of u and v with respect to the vertical.

X

Th 1?'0 o
en j u’?dp—-—-uzjl (1-}- )dp—u’p, > /81
0 0 _ °
P Po ' .:
j'uﬂdp== 2Y(l—l—-—)dp 'v"pe-y—-
4] 0
Po o uv -
f“""‘""""’“” ) =5 (37)
0 i
The accuracy ot this approximation is determined by the degree
T et i Tz
to which the ratiocs %%%.'%;Ii%;- are less than unity.

In this case, the system of prognostlc equations may be
finally written as follows:

Yo () ) e e
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OV 9 (UVN 0 (V2N OHgyre _ |
o = "x(po) 0}’(%) oy W, +evV; (39)

Do . W, '
ot T T ax T Ty s f40)

P,
Hovam — L (OB | OHg VN Hyy (2 _ 4y %P0 4 *—1
ol Po( rai dy Po ( “ ot + Py J (=, +
- 1
'F'Eﬁih [‘ﬁ‘VzHaan_' oV*pp —

%

—1
+ %) ar+ po o

a7y g, 0Te Op\__ (9P To , 9P, 0’1"0) i |
—2(_6}9_"%_‘!_ 0;.“7;—)"_(0x 0x? + ay oyt (41)

If we do not take into account these terms and view the
problem in the adiabatic approximation, which is permissible,
for example, in solving problems of short term weather fore-
casting, the system of equations (38-40) 1s simplified as follows:

- _ 1yi_i(ﬂ)_.0'f Po 11V (42)
9 T T ox (po) dy \ po ox
oV 8 uv o (Vs dHavP __ qp7.
o= () () - (43)
op oy v,
o= T oy (%)
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oH 1 (45)

e 2 )t
Here we have omitted, in addition to the nonadiabatic /82

heat fluxes, all of the viscosity terms. In. addition -

eguation (45) we can drop the last fterm which governe’t%e change

in the geopotential of the average level (average temperature)

due to the adiabatic expansion (compression) of the column of

atmosphere of unit cross section as its mass changes. This term,

as we have already pointed out, 1s verysmall.

Hence, we have obtained a system of four equatlons (38-41)
or (42-45) to find four unknown funetions U, V, b, and - Hy,. The
solution of this system may be accomplished by oge of the known
methods, as set forth in [3, 10].

However, some remarks are in order regarding the system of
equations that 1s obtained. In developing the nonadiabatic model,
in addition to the four unknown functions mentioned above, it is
necessary to calculate or forecast the temperature at the surface

In order to find it, we use the condition of isopycnicity
o] the average. energy level [1].

The condition of constancy of the dehsity'pav = const makes
it possible in accordance with equation (7) to find

Br= el
(46)

As was shown in [4], there is an unambiguous relationship
between the pressure Py and Pgt

_l__
%E(‘“*_!'—‘;)Rd’ (47)

where
To RT
le:Tv 1 ~_T1_.
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whence
To=T (1+%),

or
7, = el +4)
| R (48)

Hence, at each stage of integration of the system of
equations which was obtained 1t i1s necessary to calculate p
according to (46) and to use the given p and p, with the &V

ald of equation (47) to determine 1 , anf’ then find T. with the
s X - g 0
aid of equation (48),

One can also use condition (47) to exclude p__, taking into
account the i1sopynicity of the average energy Ievel. In this
case, it is necessary to obtain the fifth prognostilc equation to
find either T, directly or A .. Thus, differentiating equation
(47) with respect to time an8 taking into account that

i . igﬂ-z Eﬂhv,and in accordance with the conditlon of apgvz 0
Pgw.  _ ot ot at ?
we will have
Moy Thy 00 4 Hay = Utidlndtly) (49)
A R Y T+ ot
However on the basis of equation (48) /8
s 14+ 0Hgy Hay g,
= (50)

Substituting'f%} from formula (49) in formula (50), we will
have :

0Ty _ 14 - n oH
L R F: Ziay.
A Hovy 0p
— i
?td-—(1+?«d)ln(l+1\&) Po OH]"
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R,

Taking into account that Thh=m ., and excluding A
from equation (5) we will finally obtain "
o7y — 14 (RT— Hg:p® oM
ot Ha.\{ H V(RTO H Rromﬁé‘l of
P Sy S (52)

* y _ RTo\ 7o o0F°
} av RTQ "% -RTyIn 2
Combining equation (52) with thée system of equatlions (38-41), w
will dbtain five prognostlc equations for finding five unknown
functions, Pys Tgs Havs Q U and V.

Now let us deal with the pOSSibllltleS of energetic monitoring
w1th1n the framework of this small parameter model.

Let us add equations (4) and (5) to the energy equation. To
do this, we multiply equation (4) by u, equation (5) by v and
combine them. o

u® + v2
Designating the kinetic energy of a unit mass by K = s
we will have_m '
art aH dr,
+uar+ 0y+ * — e 0W+u$—+
: (53)

-+ 'v + py (uv*u + vytv).

To the left side of equation (53), we now add the term KCM &v)= .
. . . du oy O +ﬂy +T O
and to the right side H(E;4—§;4—(m) =0 and integrate the
resulting equation with respect to p.
Then . - /84

a f 9 9 fo 9 o fr
Tﬁ-ﬁ[ Kdp—~Ko—5- Lhy +Fx—éf uKdp— Koo 5 p° Wg'vi(d -

B (54
) dPn . . a Po d By
— U 5 +Kow0= — a}-éf Hudp — -;;-ﬁf Hz:a'p +

o+ Hy (g3 + 00222) §H dp+j°( "‘*+w‘—5’—)dp+

Po
+p | (eviutvyro)dp.
Q
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£ % . 1 F'Ka' :
We will letfkﬂp =k , noting that j;§ P 1s the kinetic
energy of a‘column of atmosphere of a unit cross-section, whose
mass is Pg, In accordance with the formula (37) k¥*=
Then the equation of balance following subtracting of the averag7

1
oo (UP+ V2,

veloclty values u and v on the left and right hand sides, will be
written as follows:

9K* , duk* dukr 9 (- o {=¢
"ﬁ?+f5r+“ﬁr—‘a(“§ de’“p"f(”éj ”df’)"‘"

2 B o s | (5
| +H°‘°""l+§‘“”wdf’+oﬂ+% . (55)
: £q o ﬂ':y ) ‘ )
Here D¥ p = § Ob@§-+ﬂ-3;)dp 1s the dissipation of the kinetie

energy of a column of atmosphere of unit cross-section due to vertical
inhomogeneity of flow (this value includes dissipation caused by
friction at the earth and dissipation caused. by turbulence within the

fa -
column of atmosphere [1], D* = PJ(u-'v-u+ﬂ-v”v)dp is the dissipation

caused by the horizontal inhomogeneity of the flow.

Usually this factor 1s not taken into account. However, in mathe-
matical simulation of eirculation of the atmosphere for long periods
of time, it cannot be disregarded. Practically speaking, in many
systems 1t 1s taken into account by introducing a frictional vis-
coslty or smoothing. Making use of the fact that : /8

2

=,

{

Pa - —_
§ Hdp=Hpy up,=U; wpy=V: Hu*

P P .
1 d
Ym$%ﬁdp=”,j“ "'-dpdp="“‘g§“—-}:d2=
0

. ) P dt
1]
Pa o Pa
;_Rf%'_dp—ie?"j L. —RJ (‘%+u§§+
. 0 0

+ogy et ) T (G + 5+ S ) ap — R =

a Py F) Po 2 Py
— 5 § RTdp— 5 § RTudp—Wﬁf RTvdp — RT ) «n
-0 (56)
8(Hpo)  dCuflps) 0 {vH py) .
~ -2 0G0l

y av 01
we then have
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ok duk* dvk* _ [ ot vy d(fg‘no})
+ g dx ay —_[(_d.r +— dy —+ +

+ (dUHav+ ﬂ{w‘i + Hp )] + D4 D;I- (57) -

The terms that are in braeckets characterize the generation of
kinetic enerpgy which we shall designate by G. The first bracket
shows generation due to the work of the forces of horizontal baric
gradientp The second bracket comes into being because of the
LAY
tterm, | o* dp
N

haric gradient also comes in here.

; as we see, the work of the forces .of horiazontal

1f we integrate equation (57) with respect to area and take
into account that

[diviceras= { tc,al,
(3) . 3

where ¢¥ is a certain substance (in this case K#* or
c is the normal component of the integral ve
contour L, enclosing a glven area S;
dS and dl are elements of area and contour respectively,
so that on the basis of equation (57) we will have

H
lo%¥ty to the

K . )
{-5,——] -~ u‘g - c,dl— {"ﬂé}#’oJ J [ 2y at — (Hwt) +
+ (D) + (D).
' (58)

If the area is closed or boundary conditions are imposed on /86
3 non-closed area, in accordance with which the energy {(mass) flux

througih the boundary of the contour cannot take place, on the basis
of (58) we will have

{5 = — (M4} + (DR + 1D} (59)
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This means that the change in kinetic energy must be determinéd
by the magnitude of the dissipation and the change in the‘potentiaﬁ
energy. A _ ‘ . -

However, in accordance with equation (32), following 1ts
integration with respect to the area

{?"I;v@_] - (l'-j; H,-,C,,dl— {H.'v“’;i + w."lf'l {e*h . | (60) k

where e* represents all forms of heat flux m&:ikl,

For a closed area or for unclosed areaiJLthé case of.ébsénce
of energy (mass) flux through the boundary of the region, we will
have

=71 e . : (61)

Hence, the change in the potentlal energy can occur only due to
the influx of heat.

Analyzing the above, we can draw the following conclusions.

If we have a closed area and deal with the problem in the
adiabatic approximation,i.e., without influx of heat, the kinetic
energy of the system can cnange only as a result of dissipation of
D¥_ and D¥ . However, the latter always leads to a decrease in the
kigetic engrgy. Consequently, if the adiabatic model for the closed
area produces an increase 1n the kinetic energy, it is not an ad-
vantage but rather a shortcoming, since the growth of the kinetic
energy can occur onlyv at the expense of a change in the potential
energy of the system E%;@, and the latter can chlnge only by
virtue of an influx of heat. Consequently, in the
course of integration of the equations of the dynamics of the
atmosphere, the balance equations of energy (59) and (61) and in a
more general statement of the problem (58) and (60) must be fulfilled
within the framework of those additional limitations which are

imposed on a particular model.

In solving the nonadiabatlc problem, consideration of the heat
fluxes must result 1n some kind of a change in the potential energy,

l.e.: 9%;”*‘1%0.
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In accordance with the equation for the balance of kinetic

ﬂnergy for a closed area, real changes in kinetic energy cannot

:xceed the difference between the changes in the potential energy

of the system and the magnitude of dissipation. If this is observed,
:hen merely because of the computational procedure (instability of ‘/8
romputation, considerable smoothing), or by virtue of the fact that 7
she original equations did not take into account some ‘additional forces
(2 lack of constancy in the force of attraction, nutation of the

»oles, tiddl phenomena, and so on). In any case, within the frame-

v ork of the adopted limitations the balance equations of energy must

e closed. If these equations are closed during integration within
she framework of the adopted assumptions, but the results do not
agree with the actual data, the reason evidently lies in the

shysical statement of the problem :

. The potential energy itself is included in the balance equatlions
shich are obtained. From this it is easy to shift to the useful
sotential energy which is determined by the parameters that go to
nake up the prognostic system of equations, in particular, through
she characteristics of the average energy level [5, 6]. :

The mechanism through which the heat energy changes into potentlal
snergy in the final analysis, as we can see from equation (55),
jetermined by the work of the forces of baric gradient and to a

large :€xtent by the term m*{%}, ‘The summary action of this

sffect in the 1ntegra1 form in the ‘model in question can be taken
into account by the parameters of the average energy level. In
nultilevel baroclinic models the accuracy of closure of the balance
aquations . for energy will depend to a large extent on the accuracy
af computation of the vertlcal veleocities.

: In conclusion it should be polnted out that in the present
>aper the goal has been to illustrate possible ways of using the
snergy control in the example of a small parameter model of the
itmosphere by an energetically equivalent real atmosphere. The
results of the numerical experlments are not considered here.
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ESTIMATE OF HEAT FLUXES ON THE SUBJACENT SURFACE
( ACCORDING TO DATA FROM SYNOPTIC ANALYSIS)

A. P. Nagurnyy

The article discusses several methods of estimating heat fluxes
from nonadiabatic sources, distributed over the subjacent surface.
The calculations were performed for the entire territory of the
northern hemisphere on the basis of data for a concrete meteorologic-
al period of measurement (0300, 3 February, 1958). Data from
aerological sounding at the AT 00 and ATMOO level and the temperature
of the subjacent surface were gsed.

Such ecalculations involve considerable difficulty inasmuch as
there is no complete theory of heat transfer.in the lower layer of
the atmosphere. The problem is further complicated by the fact that
the need for numerical simulation of the general atmospheric
circulation in the problem of interaction between the hydrosphere and
the atmosphere requires that the influence of nonadiabatic effects
be considered exclusively through the characteristics of the meteoro-
logical elements which are measured at standard levels in the free
atmosphere and on the ground.

These reguirements can be satisfied only at the cost of a
significant simplification of the mechanism of turbulent exchange 1in
the lower layer of the atmosphere, and,1n problems of planetary scale,
by an a priori statement of the average parameters of the boundary
layer, determined empirically.: '

Cne such mechanism may be studied under the conditions of a
polytropic model of the atmosphere, which may be viewed as a first
approximation to the real atmosphere.

The author of [5] suggests a three-layer polytropic model of the
atmosphere and discusses the principle of construction of a model of
the atmosphere using as a basls the equality of the potential and
intrinsic energy of a vertical column of simulated and real atmosphere.
In accordance with this principle, any model of the atmosphere will
have a vertical stratification of temperature and a thickness such
that the average mass temperature T, and the pressure near the ground
Pq will be equal to values observed in the real atmosphere.

In this case, the potential and intrinsic energy of the - /90

*height pattern
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vertical column of simulated and real atmosphere will be the same,
since: P
. [ [
£, =5 {Tap =5 Tops
13

Po
E';:-"-%j (Iidp::-l!g—q)mp R ?mpﬂ!
]

whe re Ei’ Eq represent tine intrinsic and potentlal energles of the
vertical column respectively
g is the acceleration due to the force of gravity,
¢ is the geopotential and

Cyo A, R are thermodynamlc constants.

’ _lpn
Tp= m.j po‘ @m"7§§ ®dp.

" In the 1attér'equation, the Dines relation 1is taken into
account, so that RT = 0. g
In a three-layer polytropic model the polytropic analog of the
vertlcal profile of the temperature in the planetary boundary layer
may be wrltten as follows:

R TOT T, o (1)

Where

Po
Pr
20 -5
o= Po/ & .
a ’
l“! ..E..',L R
P _
2thprg

="} Pr (IR )
LR I R A |
| poln po(g+ )

The value of T may be obtalned on the basis of the 1nterpola—
tion formula [6]:
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T - _!_ . qf‘.'.ﬂo (RTW - RT‘mo) -+ er (‘!’mn _ (DEM}
m "R (100 — Tron) + R (T 500~ T 400) ' (2)
Whe re TSOO’ ¢500’ TMOO’ QHOO represent the temperature and the

geopotential ATSGO and ATM003

TO is the temperature at the ground;

ph and Tb are the pressure and temperature at the upper 9
limit of the boundary layer;

ot

W=T§n1=QNWWOmT}=Tﬂl+m—ﬂh

Winere h is the altitude of the boundary layer.

The value of y' is highly dependent upon the change in
temperature at the ground Tp. For real measurements of TO the
value of y' can reach +5°/100 meters. S

The polytroplc temperature gradient in the boundary layer may
be viewed only as a first approximation to a real temperature
profile, but in this gradient the energy contribution of the simulated
boundary to the general balance of the potential and intrinsic
energy of the entire column of the atmosphere is the same as that
of a real boundaryilayer at a given moment in time.

Let us write the balance equation of the influx of heat on the
subjacent surface:

Qr+Q+ Q=0+ Qa_s - (3)

where Q¥p is the heat flux in the soil,
@n i3 the heat flux due to turbulent transfer in the boundary
layer;
Qq is the heat flux due to phase conversions of water vapor and

Qg is the influx of short-wave radiation;
d,_.p 15 the longwave radiation balance (A is the upward flux
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and B is the downward flux}.

Under the conditions of a poelytropic model of the boundary layer,
the turbulent heat flux, with consideration of equation (1),
written as follows:

T
QT:— (f)z +1u -—7[6‘1 = ';T!il—'{"l'a]'

o i

where A is the coefficient of turbulent thermoconductivity.

Thé ‘heat flux due to phase conversions of water vapor by means
of the familiar expression for specific humidity

38T fpra 210
is changed to the form

ey Lo L7 aT~f,  &lmte)
Qq lcpﬁ?'_lc fae G——"7,— |

(5)

where f' is the relative humidity

_ 1
2 = 0. Oadegree .
L = specific heat, expended in vapor formation;
c

®o is the spec1flc thermal capacity,

T is average relative humidity.

.
3

™~
no

The heat flux in the soil Q¥_, as indic¢ated by numerous
calculations, is small, and is disregarded as a rule. However,
in the case of the surface of the ocean, this flux is rather high,
However, the thermal inertia of. the ocean is so great that the
temperature of the upper layer of the ocean cannot rapidly follow
the changes in temperature in the lower layer of the atmosphere,
so that at any moment in time the surface temperature will always
determine the value of the heat flux from the ocean to the lower
limit of the atmosphere. The only exception is the case of an
aguatorium covered with ice, the Aretic Basin, Heat transfer from
the ocean through the 1ice 1nto the atmosphere has been studled in
detail in [3] by D. L. Laykhtman and 1n [1] Yu. P. Doronin.
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D. L. Laykhtman proposed the following formula for determining
the heat flux through the ice:

Bt by (6)

where
Btk oy - 18°C,
he B0
b My
hi: is the thickness of the ice cover;
h, 1is the thickness of the snow layer on the ice;

A; is the coefficient of thermal conductivity of the ice;
54 is the coefficient of thermal conductivity of the snow,

Equation (6) is best satisfied 1in winter, when the temperature
gradient in the layer of ice and snow is close to a linear profile.
On the right-hand side of equation (3) we can write the radlation
balance on the surface of the earth. Then the shortwave radiation
Qa will depend on the latitude, time of year, integral transparency
o% the atmosphere and the cloud cover. These factors are taken into
account essentially in a semiempirical form [2].

Long wavé fluxes directed downward (A) and upward (B) may be
expressed in the first approximation as follows: ‘
ey 1 P [ - Pl 4 . -
Q(A—B)_A_B: Blzzom a°T3s 'Alz&ozfnarm’ (7)
All terms of the balance equation are determined by TD’ Tm and
various physical constants. This makes it possible to getermine
» from (3). Substituting all of the terms on the right and left sides
of the balance equation, we will have: :
— B T
Qs+ Q(A—B)“l*ﬁf_‘.;r‘"?“‘h:. :
(c1 _olmta h) (1 T 'cL',' (38l e ¢r..-2m)

)\=kcpp=

*

T Po

Wwhere k is a coefficient of turbulent exchange and
p is the density. '
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The latfer equation makes 1t possible to close physically /93
the heat balance equation on the surface of the earth within the - =
framework of the boundary layer model which has been adopted and
to compensate somewhat for the roughness of the model itself in
calculating individual components of thermal balance.

Within the limits of real measurements of Ty and T, with h = 0.5

kilometer, the value of k will vary from 5tofﬂlm2per second, which
is in complete agreement with the order of magnitude of the coefficient
of turbulence determined according to experimental data [4].

Figure 1 a and b show the distribution of T, and T_ over the
entire northern hemisphere at 0300 . hour on 3 February l§58. The tem=
perature T was calculated according to formula (2). The altitude of the
thermal boundary layer was assumed to be 900 mb. .

Figure 1. Distributioh of the temperature at the ground T, (a) and
the average temperature T (b) at 0300 hour on 3 February 1958.

In this synoptic situation, the minimal values for the
average temperature reached 220°K, and the maximum values were ob-
served around the equatorial belt reaching 250°K. The latitudinal
temperature contrast on the whole is 30%. At the same time, the
naximum latitudinal contrast between the temperature on the ground
(see Figure 1B) was 72°, and the isolines of the field T, and T
io not coinelde in their configuration, while the centers of
ainimal and maximal values of Tm_and T, were displaced relative
;0 one another indicating that = according to formulas #4-7 there 1is a
lifferent degree of intensity of heat exchange in different
zeographical regions,

Figure 2 shows the distribution of heat fluxes calculatéd
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according to formulas 4-7. The maxlmum absolute value is that
of the heat flux caused by long wave radiation from the earth's
surface——QA_B. In all geographical regions, this flux is directed

into the atmosphere and in a glven meteorological situation‘cbangeé
within limits of 4§-1072 calories per em® -seec at low latitudes and -

0.5 10"2,caiories cmz-sec in the polar regions. The rapild decrease
in the flux QA—B from the equator to the high latitudes means that

in the polar regions QA*B'becomes comparable in magnitude to the_‘
heat flux from the ocean through the ice Q% = 0.3-10_2 calories
per cmaasec. it is characteristic that 1f QA—B is always the /9l

outgoing portion in the heat balance on the subjacent surface,
the fluxes Q% and Qp at high latitudes are the incomlng part of

the balance which compensates for heat loss through radiation in
those regions where the arrival of shortwave radiation 1s absent
or very small.

Figure 2. Distribution of flux Qf p (a) @, (b) Qp () Q% (a)

at 0300 hour on 3 February 1958 (10‘2calé}ies'per cm? sec).
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It must also be pointed out that there are some characteristics
of the distribution of heat flux caused by phase conversions of
water vapor in'the boundary layer. The flux Q_ 1s almost ten times
greater than the flux Q. in a narrow equatorigl zone, but as- the.
latitude increases 1its magnitude rapidly decreases and at high -
latitudes becomes about half the value of Q The heat flux
due to turbulent transfer (see Figure 2¢) hgs values from -0.2- 10" 2 /95
to 0.1-10-2 calories per cm?-sec. At equatorial and middle
latitudes, this flux 1s directed from the subjacent surface into
the atmosphere In the polar regions and in the central portion
of the Asiatic continent it moves in fthe opposite direction. Here
the atmosphere gives up heat to the surface of the earth,

The distribution of heat flux from the ocean through the ice
to the lower limit of the atmosphere is shown iIn Figure 2d. A
comparison of-the magnitude of this flux with other components -of the
thermal balance will show that the flow of heat from the ocean in
winter makes the same contribution as the flux QA-B aor the flux

QT. The maximum value of'Q%'= 0. 3'10"2 calories per’cm'-sec'is

completely comparable with the value of the flux Q in the given
reglion and is twice as 1arge as the value QT .

There are certain general features that can be -detected in the
geographical distribution of all fluxes. The zonality in the
distribution of heat fluxes from the eguator to the pole as well as
the considerable influence of the.continents..are guite ewident. It
is possible to distingulsh four characteristic regions of localiza-
tion of extremal heat flux values caused by the influence of the
subjacent surface: a zone of the equatorial belt and the warm
sectors of the Atlantic and Pacific Oceans, the zone of the
Asiatic continent, the zone of the North American continent, the
zone of the Arctic Basin. On the whole, there is a tendency toward
predominance of the fluxes Qp._p and Qq at low latitudes with a
gradual balancing of the.magnitude of’'all the fluxes at high
latitudes. It is characteristic that the role of the fluxes Q s
Qp and Q% in the polar regions is the same. . A-B

The distribution of heat fluxes on the subjacent surface, shown
in Figure 2, agrees completely with known concepts regarding the
nature of the distribution of these fluxes, which indicates the
qualitative effectiveness of the adopted modéel .of the boundary layer.
This provides a basis for using the model in a numerical system of
simulation of the general circulation cof the atmosphere
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N75 13447

A SMALL PARAMETER MODEL OF CIRCULATION IN AN /96
HOMOGEONEOUS BAROCLINIC OCEAN _ R

Ye. P, Borisenkov

In solving problems of precalculation of atmospherie clrcula-
tion, small parameter models of the atmosphere have been wldely
employed; they make it possible to obtain nonlinear diagnostic
and prognostic equations which are averaged with respect to the
vertical [4]. A classical example of such equations is the diagnostic:
equation of balance and the prognostic barotroplc equation of
vorticity. The first makes it possible to make the transition from
a pressure field to a stream function and velocity field or from
a velocity field to a pressure field, while the second makes it
possible to express the stream function for some average level,
i.e., to solve the nonstatiocnary problem. In studying the dynamics
of the ocean, equally broad publication has been given to methods
based on the solution of the problem of determining the function of
the total fluxes. The most complete survey of studies using this
method will be found 1n [6]. There 1s a certaln analogy between
‘these methods, developed independently of one another in dynamic
meteorology and dynamic oceanology, which makes it possible to use
them in censtructing small paramefter nonlinear medels of ecirculation
of the ocean both for stationary and nonstationary cases. A
similar interpenetration of methods of dynamic meteorclogy and
dynamic oceanoclogy is becoming increasingly frequentlin recent
times and 1s unquestionably leading to further progress in the
solution of the joint problem of circulation of the atmosphere and
the ocean.

Taking into account the limited number of observations made in
~ the ocean, especially in its depth, the conduct of numerical experi-
ments with multilevel hydrodynamic models for the ocean will
obviously be g difficult task and small parameter models of a
baroclinic ocean must accordingly find a broad sphere of application
for the solution of both statlonary and n0nstatlonary problems of
oceanlc 01rcu1at10n

The present paper has as'its purpose the discussion of one of
the possible approaches to the solution of the problem of oceanic
circulation, using the above mentioned common nature of the
principles of construction of small parameter models and certain’
energetic principles developed in connection with atmospheric
processes [1, 2] and which have found a completely justifiable /97
analogy in the study of processes in a baroclinie ocean [3] -

K R
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Let us write the original system of.équationslih a .
rectangular system of coordinates:

du du du du —_ 1 or

1 a3 . du 2.,
+T'3}'kP3‘;+AV”-

gy - dv- ov dv . Lop

1 8 ov '
-I-T'EkP'a—,—}'AV“'U:

p=e{p, T,8);

ar ar . or ar a er
7,"1*“6—;'1-1'6—’, +W3;‘—f§kla“+44172r+'i'

a5 25 ds a 2
o+ “'E'H"a; + Wa—ﬁ = 37 % -g% +- A,9%S -+ AS,
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- whére u, v and w are the components of the rate of flow on

o axes %X, y, and z;

p 1s the pressure;

p 1s the density;

T is the temperature;

S is the salinity;

g 1s the acceleration due to the force of gravity;

} = 2ysing is the Coriolis parameter;

k, k, and k, are the coefficlents of turbulence for a
vertlcai exchange of momentum, heat, and salts,
respectlvely;

A, A1, A

t for horizontal exchange;

AS is the change in salinity due to desalination of the

active layer through the melting of ice, precipitation,

influx of fresh water, and so on;

5 are the corresponding coefficients of turbulence

e 1s the 1nflux of heat 'due to absorption of solar radiation,
phase transitions of moilsture on the surface, heat losses

due to radiation, ete. {(The indicated influx of heat 1is
encounted primarily in the active layer of the ocean.)

The vertical coordinate is directed from the surface
downward, and the origin of the coordinates is located on the
calm surface of the ocean.

If the heat flux e and AS is not taken into account in
equations (6) and (7) and we consider that k, = Ko, 81 = 85,
and also use the equation of the state of the sea water in the

linear approximation, in accordance wlth equation 4 they will
boil down to a single equation for density:

11 7] 1] 7] o
+u -|-‘U‘;y -+ w 0: _F;kla_:"!'AIV—P- (8)

Let us now solve the svstem of equations (1)~(5) disre-
garding the changes in density with time.

Let
=t ', | (9)
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Where

o
P

the density at the bottom

m
1 deviation in density from )

Usually p;, will have a maximum value which will be reached
at some distance from the bottom.

In this case the equation of statlics, integrated from z = ¢
to z where £ is the altitude of the level, i.e

, i.e., the deviation of
the surface of the sea from its calm position =z 0, will assume
the following form:

Following integration and the change in the limits of integration,
in the last term on the right hand side for some level z we will have

£
p=pitoag(z—8) — g [vde,

[
z

(10)
or
P=P+o,8(2—8+gq, (11)

where

£

g=—g{vdz

z
P, is the atmospheric pressure. For the entire column of water of
uniform cross section
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[
=p+ P& (H‘""' E) — & f"dz-
n= b ;5 (12)

where H 1s the depth of the sea. This representation of density, /99
as 'was shown in [3] makes it possible in pure form to exclude the
baroeclinicity of the ocean and give it a comparatively simple
energetic inteérpretation which has an analogy in the atmosphere
{usually the average density value is used instead of pm)'

With z-H, q=q2+qH and reaches 1ts maximum value in absolute
maghnitude. < - '

On the basis of formula (11) we will have

ap _ dp,, 0(2 -8 Bom,
) pa a( a 6m
o =5 +,,,,j+ Pm st g (2 —§) (14)

The equations of motlion involving consideration of equations (13) and
(14) will assume the following form:

ou 1  dp, pmg 0 (z—%

at+"m +e w*””m‘J”_ A 2 T
E—#%’;’——%-%-%-;—-%kp%u;+x4v2u: (15)

o T 457 'r-'U _E waz_l_lu———_ %_iﬁi'ﬂfﬁa——
N I

N
Let us integrate further the equations of motion and continuity with
" respect to 2z, using the rule of integration of the function with
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variable upper and lower limits.
Let us use the following as the boundafy conditions:
1. On a free surface with z = ¢,
u dv v
bk oy =—Tz, by 75, is the stress of turbulent friction,
with p = Py

H % ‘ .
g%—ku55;4“%5;ﬁ=ﬂ% is the kinematic condition.
2. On the bottom of the sea, with z = h, Ug = Vg = wy = 0,
du v
and also w5 =Tm=Ty=

3. On the solidus curve G at the coast c, =W = 0, where e
is the normal component of the flow rate.

4. On the liquidus of the curve u = u_, v = v, - In addition,
we will consider the horizontal heat flux and flow ‘of salt glven
on the liquidus. First of all, let us integrate the equation
of continuity -

H H .
fﬂ% élj'uma—g%;g 4~£§u. ;
£ £ i E=H z=E- (17)

or in accordance with the boundary conditions at the bottom

Ha H ‘
o fuie]
H H
g‘ g;—-dz 25‘}‘!'.@{13-1-%@ I

E z=t

(18)

F4
H-—t
With an accuracy up to high-order infinitesimals 0 £ 1, and

dz = (h-e)d.

Let us introduce the new independent variable 4=

In this case
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{ pitz = (H—%) { fd
== _ "I,
f faz=(H=9] (19)

wiere f 1is the 1ntegrated function (in this case, uor v)

Let us d951gnate the intepgral components of the flow rate used

S udz = U = u(H—%);
(20)

in oceanology:

: H _
g vdz =V = v (H =),
where u and z are the*average values of the velocity components

1

Then
1 HA .
jud =§ud'~q;

=

5T

.H
' (21)

j{f 1
(]

Jvdn

al
H

Taking into .account the designations employed, the equation

of COHtlﬂUltjrln the integral form will have the following

appearance:
Fou ) ov
facde+ {55
{ :

e

w‘-_—
x.

re=t

or
ot/ a1
o | o= Gy e +"’ay],=e‘

=

Taking into account equation (17) we will have

(22)
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Let us Integrate equation (22) over the area subtended by
the given curve G

0%
diveds = | <> ds.
(i @ (23)

Shifting from the integral with respect. to the area to the
integral with respect to the surface, we will have

e,dl = % 4 |
t£ (id‘ % .24

where dois an element of area and dIL is an element of length.

Considering that on the solidus curve ¢, = 0 and assuming that
the Influx of mass and 1ts efflux compensate one another for a
rather large time interval, we will have

i C,,d_[.,-——— 0.
()

The latter 1s equivalent to the possibility of consldering the
Integral motion to be nondivergent for stationary or quasistationary
condlitions., But this in turn makes 1t possible to introduce the
integral stream function ¥ ' ‘ '

Py : '
In the general case however
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oy oV %

“ox oy Ot
the integral divergence of the velocity in the ocean 1is the same
as in the atmosphere, in other words it 1s not equal to zero,
although for a number of problems this difference can be disregarded.

Now let us carry out the transformation of the equations of =
motion in order to obtain nonlinear diagnostic and prognostic
equations relative to the current funetion, taking into account
the baroclinieity of the ocean and the inhomogeneity of the bottom
relief,

Usually problems crop up in the 1ntegration of nonlinear terms,
30 that we shall use several approaches that will make 1t possible
to circumvent them .and..{admittedly roughly) take into account the
influence of nonlinear terms. We shall attempt to evaluate the
possible errors which would arise in the replacement of average
values of nonlinear combinations by nonlinear combinations of the
corresponding average values.

Let us integrate the motion equations with respect to z from
z = e¢to = H, letting A be independent of depth. Then, using

equations (13) and (14) and adding the term 2 %L4,ﬁL4_EE =0,
X ay oz ‘ /102
to the left silde of equation (15), we will have. I
. M . ’ ’
s du' | du® | duv duw ___H—t dps
j(aT+“5';+"a;"+7a?)dz‘“‘V— = T
: ' &
o Gom (H—BT 1 (3 (26)
-y Pm GV NN S S (el WSRRILING W4 A
+%g(H ) ox ; ox 2 "P“j‘xdz ,
H

Then, by adding ﬂ(g%-+g§—fg§)==9ui to the Yeft slde of equa-
tion (16), we. wlll have

H ' ‘ :
* e duy , dvr . dvw : Y el JOPa  Pm€ -
G+ to b | de U=~y R
: . :
n kg Om (H—W d_Lj"fl —~
X(H—“E)'E’-‘*—T"—o';; 0} _F_E dz
4 (27)
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Here p is the average density value with respect to the vertical.
{(We can let ppn/p = 1 without consilderable error for the
purpose of simplifying the problem.)

Now let us perform integration, taking into account the altered
limits of integrationand boundary conditions with respect to z.

H
E! dz+j‘5“d"'+j%q‘dz+§ fgzﬂdz-:

H T
U, 9 d o o
“"52"*‘3.?5‘ "adz‘*“iy‘j‘ ""’d“+“e(‘3‘[+ sox T Y%y ""’e)z
E ¢

H H
U é 2 .
= ?t--i-é-x—j‘ quZ"i—E;‘j‘ uvdz, (28)

|

Here and in the following, | =u,v| =0, w| =uw,. /103
: ; ‘ 3 =t

Let

u=uB (n) =uBy; (29)
v= 0B, (1) = 78,

where B1 and B2 are certain functions of the vertical coordinate.
On the basis of‘(2l) we will have
1 1

- 1
u =-§udn=§ uB.dn = Zﬁ[ Bydx,

vhence

(30)
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Then

wherce

SBad'q'=Bz“'1- (31)
Then

H 1

5 widz = (H —§) g'u”dva. :

! s

I 1
5 uvdz = (H — t) 6( uvdy,
"k

Taking into account equation (29) we will have

1 1

. 1 . H
J uidn = ﬁg 2By = u? 5' Bid=; _ ' (32) '
2

1 : 1 __1 '
J uvdy = § 2 VBB, dn=uv j BB,

1]

(33)
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H 1 o
Then j' vz = (H~— E)Jzﬂdm
£

1 1

J vy =53§B§d'q. (34)
- R [ 1 :
Let B1 = Bl + Bi, 32 7.32 +-B2, ‘ /104
wWhere Bi and Bé*are the deviations from the corresponding

average values §1 and EE'

1
In thls case, taking into account the fact that Ifhdn==Q
we will have 0

1

) |
[Bldn=1+ [ (81) an. . (35)
0 o ‘
Let us designate
1
éf(Bi)zdn=(Bl)”=a'. (36)

An estimate of thls term may be obtained elther on the baslis
of experimental data or approximately. Por this burpose, one can
give the relationshlp between the rate of flow and the depth in
the surface and bottom layers of friction according to the Ekman
spiral, and in the deep layer, proceeding on the basis of geostrophic
relationships.

This térm_%s‘usually disregarded in o¢eanological calculations,
assuming that u® = us, pwever, d' 1s not equal to 0; aeccording to
rough estimates, o' does not exceed 0.1-0.2 on the average.

Taking equation (36) into account, we will have

1

Sde'Q= 1 +a”
0 (37)
o _ .

{ wdz=(H—?) u? (1 4 o'),

g
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Similarly,

1
{ Bidn =18
0

# _ , (38)
{vdz=(H—-8) 1+
£
1 —— | S e
§Bledn=Ble+§B1Bzd‘q: 1 +4 BBy (39)
; | o
Suvdz:(HfE)uv(l +1') (80}
E
where -
¥ =(8)%
oy iy
T:BIB:.
The bar is-always used as a sign of averaging. The last
covariation tends toward 0 as the correlation betwgen
the components of the flow on the x and y axes decreases.
In any case, y' cannot exceed a' or B',
Letting 1 + o' = o, 1 + B' =8, 1 + y' = y, we will have
H —-—
j' uidz = (H %) ugu’;
£
H ' —
5 vidz = (H — ) Bo?;
£ ' (41)

i —
j‘ wvdz = (fH — &) quv,
£
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Taking this into account, and also noting the relationship
between u and U, v and V, on the basis of (20), (28), and (41),

we will have

H H H
on [ou? * g F7)
: j"a?dz+‘f"‘“‘aidz+j“—"g;'-dz'i'j—*""u,w,’f (42)
E £ E E

T o () + o () 3

Further, we will say that

o . B 1 ﬁ
.“}T:_"—E“—:Hl. B—:E—*H'z. H—E. Hs,

‘The functions H¥, Hg, and H%¥ will depend primarily on the relief
of the bottom, partly on ¢ and partly on the inhomogeneity
of the vertical flow profile.

If we let o« = B =y = 1, then

Hi=Hj=Hy=H"«z;. .

In this case, we willl obtaln expressions which are usually employed

in the consideration of nonlinear terms. Now let us integrate /10t
the remaining terms on the right hand sides of equations

(26) and (27)
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E
H . .
(% goe 0 (g,
y dy H gy * (45)
13 3

For viscosity terms, ellmlnatlng the 1ntermed1ate calculations and
assuming that

Oufog o6 _ou [ %
ox ox — 0x ox °
z=E

Ou|,—¢ % _Ou | O ‘

"9y Tey ] ey
we will have
2 — ot 2 % Oug - Oé g !
j‘vudz VU-]-HEVE-{-Q(ox " dx 4--3_?&'5}‘ . (46)

Then

AN

wES

j‘Vz""dz"Vw+"’eVQE+2(ax Ty )

On the basis of the transformations which have been carried
out, the system of average depth squations of motion (with
respect to vertical) will have the following form

3



Wt 2 (KU + - (HUY) — 1V = -——;-’i U

o & £ L. oH
+Ep (-0 5 - (H—s)z “T"“‘+ L,
Bue ox duE FTARE
+———+Av U+Aa5v~E+2A( G E,

H— op,
O+ o (HUV) + 2 (HIV) + lU = — FE oy

p : ap ap 1 CoH
+T"'g(H )—"“"—" — &P m'“—?"*—--i-?q”*,;?'{-

T

+ R APV Avgrtr oA (G B TR

H
where p' = 5 gdz.

(n)

Assuming (as is done 1n an atmosphere) that B,

we can consider that « = 8 = vy, 80 that

. o 2 o
H1=H2-—['!3—H_E =

(48)

(49)

= B, (n),

(50)
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In this case the averaged equations of motion can be rewritten

as follows:

e (0 V) s (8 )

OH'
+U( ox + V5 oy

1

)ty = =t S gt -t

._%(H—s)ﬂ%—T-%Jr Lg,H + E; +Av’U+

Bui duE
+24 ( ax dx +5y dy ﬂy) + Aug';

S (04 v v (e )
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+ V(UG V- )+:u-”;‘* "Pa+ﬂm—g(H-—E)x
i&_ g ‘)?m __'__l_. yO
X (H e —— +_q,, ay+9+

dv, g 0v o (52)
A+ 24 (5 E 4 )+ Aug,

! _
By[comblnlng equation (22) with the above equations we willl

btainia system of three equations for finding three unknown func-
ions,;U, V, and e¢ under the condition that the values p! s Qps H,

i1 vE and TEU’ T?U are gilven or calculated on the basils

f given external parameters. The accomplishment of the solution

f such a system of equations may be achieved by one of the methods
f solution of complete equations, similar to that which was done

n [2] for a system of equations for theatmosphere.

Let us also consider the non-divergent model in which the
ivergence of the total flux is equal to 0. Using equations (51) and
52), we will carry out the operation of divergence. To do this /108
e shall differentiate equation (51) with respect to x, equation R
52) with respect to y and combine them. As a result we will have:

D 4 o (U + v-_—) + H*D? +20(U—5———+ V"g'

s (5] (B V)

oH* aH* (.'#H"' o 02" aly
xGe+ (UG + V) UGV e+ U%e ot

%)+

or* aU

av OF™* OV
+ Vo ox — B+

"y T Ve

+—Va
y (53)

+ VI Vi, 4 UL, = F, (&, 9)

there
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1 o2y
Fifx, y)—-———r-v”pa+g (H—8) ¥t~ —vp —

— L H— Ot g (H=0) (e~ e~
-5= g"g:) XNVEDY (P”g%—%-%lw-g—%ﬁg%‘-H

- 1 foH %y oM 99y
-l—-%—‘——zﬁ]#-'—’vw (r )

dT
1 (T4 TR + A rU+ V) + At M),

(54)

Here ouy o oug x

Myt 2(_5;.554._&}_.@_),%“&25]:,
My=5 (2 (55 g+ 55 &)+ o]

The condition of nondivergence D = 0 makes it possdible to introduce

an Integral stream function so that U_,._"‘P V=gt
Then /10
2. =
a b,

As a result, equation (53) will have the form

[VE.‘P —2H* ("p?".'f - r‘l’xx"!’yy)_ + 2H; ("P' "P_V) - 2H; ('.P' ‘\P:) —_—
. M * \ H—E
- Hx,\—q)i; —_ Hyy'%'i + 2ny'-?x'<?y + "l'xtx + pr y =3 F v!p. ———

—g(H—E)v”H— vie' + £ o H =89 —
- (H——E)x(gix—-l-pa.x—-i—:—‘—gpm,:) —(H—6), X
¢ P .

» 1 " ! H—' L g L
X(g’-y“—-‘Ps,y—“(H—‘)‘%‘{‘m,,)"fu[ Pu it X
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A=ty = St 2] [

P'a

q 1 5 .,
__!_-;%-—(ff__e)ﬂpm ym'—_’LHy—l’:‘P—""px—"'l—n *—TIV"H-—
2 ' .

- %(ﬂx‘q}!;x-*_lﬂj'qﬁ.y) HT T +7 ) - A(M_ga+M,E)-

Xy X Yo ¥

(55)

Here the subscripﬁéix'and;y népresent the correspondling differen-
tiation, For example, '

&y Lo o w0

q)lxyzdxf)y' q-ﬁ’-#;_' dx * oI ay

If we do not take the inhomogeneity of the ocean according to
depth into account, equation (55) 1s simplified considerably.

r

vy — QHW; (’?i—__y"" ?x}'{"yy) + el + by = Fa(x, ). (56)

Here the right hand side depends on the additional congltions.
we impose. Thus, 1f the ocean 1s homopgeneous and we are con-_

sidering a barotropic model, by excluding the potential of the
external tide-forming forces '

._ul_qvep — ___g M{ E== ] .
P vh BT TR

We will have o . . /110

Fa(xv )’) '«_:'_“‘

-nl[.-..

(T Tg0,) =AM+ M)

For a sea which is uniform with respect to,depth, taking into
account the baroclinicity and disregarding the potential of the
tide-forming forces, we will have
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Fz ()C .V) P ""%"" (ff'"' E)z P (Expm x + ‘_\’?m. y)

?

H . T‘IO
H—% £ 2 _1_1 " 7;3’__'-' o
[ Aﬂ?ﬁw—n%”'?h—_

-;." (T—x‘b. + T-)—B )l) — A (MIE + M.\'ﬁ)'
An equation of the type of (55) or (56) 1is quite well known

in dynamic metecorology as a balance equation. It is an eguation

of the Monge - Ampere type relative to the stream funetion. This

same eguation can be used as a diagnostic one for finding (for ex-

ample) the level of p' if we know the stream function and all of the

other terms that go into equation (55).

In solving an eguation of this type, there are a number of
problems, of which the most important is the difference in the
iteration process when the conditions of ellipticity are violated.
As far as we know, such an egquation cannct be used for solving
oceanclogical problems. However, it is a quite good diagnostic
equation and may be widely used in oceanology in solving stationary
problems of oceanic circulation. Detailed information on methods
of solving this type of equation can be found in [4].

It must be pointed out that the unnecessary cumbersome nature
of the right-hand side of equation (55) is the result of the fact
that we are dividing the pressure gradlent by means of expression
(11) into several components. In the practical realization of this
task, 1t may be disregarded if we integrate the right hand side of
equations (1} and (2) directly.

In order to solve a nonstationary and nonlinear problem which
may have prognostlc significance, we turn again to the eguations
of motion (51) and (52) integrated with respect to vertical and
carry out the vortex operatlon on them.

Differentiating equation (52} with respect to x, equation (51)
with respect to y, we calculate the former from the second equation.
In thls instance, considering that

W _w
tx dy 2

H
©

ou av
o Ty =0=0

we will have

.
=
=

~ =
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a‘jz 4. H*U 2 _‘, ‘Hi:]/")"'z +26H. UQ,—I-" 2T VQ + i (57)

FH*  H* e ppay GH* = F .
+UV(—6}-§---—;}}-§”)+(V"’U)W+[xu+[yv Fu(xyy)-

: T ar - '
- Fs(x.y):%f(——-a;'. =)+ A5 vV———v"U)+
'%’A(M_,E"Myg)‘%‘—l'*(pna c)“""‘_U‘LI_' )(f‘ Pn) —
_tm g H) I G H ~—s)+—-(H gy (p.p,,.)+
’ p :

_ 1. 3 -
+= p')+—1—(qﬁs H)'*‘fz“?ff(”"’)"*’?? X
o Con

X(T;ﬂ'ay"‘r ax)_ Lo (58) |

'Here, as before, the Jacobian of the form : &,B in'di'cates'

In addition, we use the following condition her'e:
& H—E)=( H),

. ) dv; Bt 005 6' ]
R B el
Ouy 0u5_ 2: , .
My, = dy [2 ox 6.r +T— )-[-uw"é].
Introducing the stream function U,_-_ 4’ Vmaai - on the

basis of equation (57) we will have
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v OE = — HE (V) 20 (5, HY) — by, (e — H,) + :

+ Hy (85— 93) — Ly + L+ AV + F (x, y). (59)

Here . S

. 1
F‘ ()b,.y) = —_"‘.—(T... P T;m y -+ A (Mxi—' Myi) +-

Yo X

~
=
'_I
na

+ %-(p..ff——é)—b ;—‘;(H- B)- (o, £a) — & (&, H) +
+W’—-“F-El£(pm. H—8+ & (H— 9 G, p,,,}+-§; (v, 7') +

1 1 —- 1 - ~
+T(qﬂ't H)+'-P'T;q”(H- P +"‘F-?(T}-°Py*r O)

Yo' X |y

9 2 ars_ 2" 2y 0w
ax vavﬂa:v_vsu_v‘! = _B'F+20x=‘-ﬂy’ +W'

Equation (59) is prognostic. This is a Poisson equation relative
to the tendency of the stream function. From it one can obtain
somewhat simpler versions.

Thus, 1f we assume that the sea is uniform with respect to
depth, consider the barotropic instance and do not take into account

the potential of the tide-forming forces, this equation is simplified
considerably and assumes the following form:

v %*:“ = — H*(}, V2":") . [.r_"]’.r + ly"!".r + Ayt + A (Mxé - My!) -+

1 ‘DT.’T 6T?
+";‘(“3T"“ )

(60)

If we consider the process to be stationary and discard the
nonlinear terms and the terms M, and M, , we willl obtain an
equation which usually is employéd in océanology in calculating the
stream function for the stationary case in a linear- approximation

[6]. Here, however, it is clear how valuable such simplifications
are for such a solution of the problem.
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Equations (59) or {(60) can be used also for solving the
stationary problem if we use the method of determination which
was discussed in detail in [5]. It has already been employed in
solving a nonlinear stationary problem of circulation of an
inhomogeneous barcotropic ocean.

It seems more convenient to us to adopt a solution of the
stationary problem based on equation (55) or its simplified
versions, after which 1t is necessary to solve the nonstationary
problem using equation (59), i.e., the same sequence is observed as
in meteorology in putting together a system for precalculatiocon
employlng quasisolenoidal models.

The actual numerical experiments involved in the solutieon of

the system of equations that is obtalned are of interest in them-
selves and are not discussed here.
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THE PROBLEM OF THE INFLUENCE OF OCEAN CURRENTS /114
ON FREE INTERNAL GRAVITY WAVES

V. G. 3Savchenko

and
Z. R. Puks

Internal free gravity waves arlse as the reaction of stably-
Stratlfled.heterogeneous fluild to external energy Influences. They
transport energy from the region of inltial excitation into the
surrounding space, attempting to return the fludd to the original
state of equilibrium.

In the majority of fheoretical studies of internal free
gravity waves 1n the ocean, work proceeded on the assumption.
that they are minor harmonic coscillations of an ideal incompressible
fluid around some equilibrium state. The state of rest 1is usually
assumed to be the latter. In this case, the system of equations
of hydromechanics, describing the unexecited state of equilibrium, 1s
reduced to one equatlon of statics. This choice of the basic state
is equlivalent f€o neglecting in 1inearized equations excitations
of convectlve terms in comparison with local changes. V. Krauss
[5] notes  that this operation is-inadmissible in a study of
tidalinternal waves. A similar situation occurs in the study of
other forms of internal gravity waves whose phase velocltiles
are comparable to the velocities of the marine current that .occur
in the original state of equilibrium. '

Inasmuch as the range of phase velocities of internal gravity
waves in the ocean is quite broad, and some average
transfer of water is more correct for all regions of the world
ocean, rather than the exception, it is suggested that in order
to explain many aspects of the dynamics of internal gravity
waves 1t 1s necessary to take into account the marine currents
(basic flow). The latter can produce significant changes in the
frequency of internal waves all the way to development of dynamic
instability of oscillation.

The present article presents several notions regarding the
dependence of the parameters of the free internal gravity
waves on the characteristics of stationary marine currents;
the necessary conditions for existence of internal gravity
waves are obtained, and the phenomencn of abrupt changes in phase
of internal oscillation with depth that is frequently observed when
carrying out natural observatlions is explained. The article also /115
deals with the problem of errors in the determination of the true
periods of internal waves on the basis of observations of
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hydrological elements used as indicators of internal oscillations.
These errors are caused by the existence of a basic current and are
produced by the Doppler effdct.

1. For the case of an incompressible heterogeneous fluiad,
whose initial state is the state of rest, the precise lower limit
of the periods of free internal gravity waves was first given
by P. Groen [16]. Later, assuming the same basic state of
equilibrium, estimates of the frequencies of the progressive
harmonic free internal gravity waves were carried out in
[2, 6, 9, 10, 15, 171.

Thus, for example, in the case of a compressible fluid A. S.
Monin and A. M. Obukhov [9, 10] showed that the frequencies of free
gravity waves are comprised within the interval

£lat < gra?,
where 1 is thé Coriolis parameter;
g 1s the frequency of the oscillation
g is the acceleration caused by the force of gravitys;
a is the speed of sound;
T“‘U-“l)g-F———~" is the thermal stability parameter;

k is the index of polytropy;
z is the vertical ccordinate directed upward,

Since in adiabatic processes y=32T (here P==~{f— %?"ﬁﬂ
is the stability accerding to 3verdrup-Hesselberg, g is the
density 1n the unexcited state), by introducing the "Vyaisyal-Brent
frequency N =J§f and by making the transition to the lncompressible
fluid (a»«), we will find that the freguencies of the waves in ques-
tion in the ocean will satisfy the inequality elsewhere.

The author of [2] studied the case of lsothermal atmosphere

in the absence of Coriolis forces and showed that all frequencies
of free gravity waves are limited by the frequency

= ]/(.c — l)gx'".i};-'—',
where h is the height of the atmosphere.
In the general case the altitude of the equivalent homogeneous

atmosphere is linked to the speed of sound a by the relation

146



h(Z)=aeu-lg‘1, for an isothermal atmosphere y=(x-1)g.

In an incompressible fluid, obviously, thls case corresponds
to constancy of the ‘gradient of the logarithm of the density regard-
less of altitude, and a number of frequencies of gravity
waves have thelr upper 1limit at the frequency

- d
N V_ £ g7 1 pa = const.

/116

‘We shall show that the characteristics of the internal
gpravity waves, consldered to be small oscillations, must
depend upon the properties of the ‘original state of eguilibriuam.

We will assume that the ocean constitutes a layer of an ideal,
incompressible stably stratified horizontally infinite fluid with a
thickness h. We will assume that the den31ty of this layer pg> &s
well as the velocity up and the direction of the
horizontal mass transfer in it are functirons of the vertical
coordinate z alone. Let us orient the axis z of the rectangular
system of coordinates vertically upward, and the axes x and y
horizontally. Let us establish the origin of the coordinates on
the flat horizontal bottom of the sea. We will use g(z) to
represent the angle between the positive direction of the x axis
and the direction of mass transfer in any fixed horizon in the
layer. We will say that the excitation in the fluid 1s caused
by a progressive free internal gravity wave, propagating at
an angle a to the positive direction of the x axis. We will consider
the 4internal oscillations to be minor harmonic excitations of three.
components of velocity, pressure and density relative to the basie
state of equilibrium. We will assume that

r' = r{z)exp [i(st — kx - sy)],

where r' is any one of the five excited hydrodynamic elements;
'r 1s a complex amplitude factor;
k and s are components of the horizontal wave number, with
a=arc tan s/k;
time;
imaginary unit.

t
i

....Then, relative to the amplitude of the vertical vélocity of the
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internal wave w, we will have the usual homogeneous 1inear differen-~
tial equation of the second order.l

L ! . dy " de 1] aw
aw v 4 dqufldw
az { £ m2 {0 —Tu)? [tm dz +(¢-‘—-E) dz ]} z
—- m? Y (e tt 20 oy 1 d du
l”-‘-m’(c-'ii)a {M (¢ u)[m (C u]—. ” _‘?;_(Po_‘_i_z_)]__
1 4 dv 1 du dv
m[fuEF&“??)+X;:§;'E;'qgi}w=20, (1)
EEUoCOS(a-—ﬁ);
v

= ”o sin (a —_ B):
¢=om !,

The boundary conditions for equation (1) are written in
the form

/117

g e

w(0) =w(H)=0. " (2)

From (1), under the condition that 1 = 0, we will have

d{ dw 2 £ ﬂ‘i_‘-_‘_,_.._.‘!_( i'-‘_)] =0,
T:“z‘(”"'&?)"[p"m +(c-E)2 az (o u) dz \° dz v

(3)

1

This equation can be obtained as a result of simple transforma-
tions of the equations that are given in the monograph of v
£51.

. Krauss
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In the following it will be assumed that the function U has
continuous derivatives up to the second order inclusive, and the

function Py has a continuous first derivative within the layer
O,H J.

The conclusion regarding the low period of internal waves in
the presence of a stationary basic flow can be obtained most simply
from the eguation for the deviation £ of the particles of the fluid
from the equlllbrlum position, associgted with the amplltude of the
vertical velocity w by the relationship

w(2) =t (2)im (¢ — ). ()

From (3) and (4) we will obtain the equation relative to £

as’ du | o N? e
R T L ek AL

Equation (5) must be viewed with homogeneous boundary conditions
£E(0) = &(h) =

To determine the lower limit of the free internal gravitational
waves, we will use the method of P. Groen? [16], applying it to
equation (5). Inasmuch as the function i within the inferval is
assumed to be not exactly equal to zero and continuously doubly dif-
ferentiable under the ‘established boundary conditlons 1in accordance
with the Rolletheorem, it must reach the extreme value 1In this
interval. In this case, there is at least one level Zj for which

N L
dz - T A |

X —x, I=‘-;j

< 0.

2The same method was used by M. Yasui [20] to study the condl-
tions of stability of internal waves propagating in a frontal zone
of a horizcentally inhomogeneous ocean,
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Consequently, according to equation (5), for such levels.the
inequalit 6) is wvalid o T S

In obtaining inequality (6), ¢ was assumed to be a real quantity
which has the meaning of the phase velocity of an internal wave. '

Taking into account that the period of the internal wave

t=Zn(mec}~! from inequality (6) we will obtain the estimate

From this it follows that the inequality - /118

1> 1 |

is all the more valid, where TO=2ﬂNal is the Vyaisyal period.

Here M*_OL"‘E‘HN(‘?) Consequently, in the presence of the basic
current, there 18 no exact lower limit for the free internal
gravity waves. The actual period of these waves may be
greater than the Vyalsyal or less than it, depending on what
sign the projection of the velocity of the stationary flow in the
direction of the propagation of the wave has. In the layer of
coincidence (c=U) the period of the internal waves t»+0. The
latter statement ccoinclides in meaning with the conclusion of V.
Krauss [5] that at a critical depth, i.e., on a 1level ' correspond-
ing to the layer of colncidence, the internal waves will disappear.

2, Using considerations analogous to those employed in
deriving 1inequality (6) 1n conJunctlon with equation (3), we reach
the inequation (7). "< ‘ 1 d dg)
sy e e o (7

Obviously, 1nequa11ty (7) may be satisfied only in the case
when

] B B d d; .
N >w (MMC);{;(PVE;)'- (8)
Consequently, the internal waves with a given phase velocity
in the presence of stationary currents in a fluid may only exist

if there is at least one layer for which inequality (8) is_
satisfied. Note that when u = const (in the partial case, u = 0)
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from inequality (8) we obtain the known condition of existence of .
internal waves, to wit: N2>O i.e., if the basic state of equilibrium
}§ a state of unlform movement (or a state of rest), the internal
waves ca can €Xxist only under the condition—that- the*inhomogeneous T ——
fluid belng Studled contains layers in whlch the density decreases‘

with depth.

3. Let us examine the question of the limiting frequencies
of internal free gravity waves from the standpoint of the.
intrinsic values of the equation (1). For the sake of simplicilty
we will let a=8= 0 {(plane motion). Then equation (1)} is written
in the form

AL I' - r_ duy dw M
P [ T e — 1) [P mt{c—ay)?) dz | dz I — mi{c — uy)?

e~ (€ — ug) | m* (e — uy) L4 o 2o 110———-0.

i . pa d2 dz
(9)
In order to cbtain the dispersion equation, we Will iet ‘ /119
w=w,sinbz, where w,=const :
(10)

" Then fhequundary conditions (2) will be satisfied at

0=%;,
where A =1 1, 2 ... represent the modes of the internal waves
@ = 8(n) is the vertical wave number,

Substituting (10) into (9), we will obtain

L] T 7 d”ﬂ ma 4
'0' Sln ez + []‘ - {c-—u,,) Ul _— mz‘,tc__ "n)'sl —&;—] H €0os 02.' + ll —mt (c . u.ﬂ’ >\

3 a 2 -— d du —
X [N' —m*(c~ wy)+pgt{e— uu)dz (Pu d:)] sin bz = 0. (11)

Let us examine those levels z = zg for which cospz=0,
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i.e., z§ —f{n_l (j+1/2). Inasmuch as we are only interested in
z* ¢(0,H), for each flxed n we will have j = 0, 1, 2, ...n - 1.

For levels Z; equation (11) will be written in the form

mc( “") (6 + m) =68 + m [N + 057 (e = tg) %

du,
>\ (PO ‘;; )]

Hence,

e (B0 Y [N+ —an £ (Po =231

[+ () )0 -2 '

where A=2mm 1 is the length of the internal wave.

(12)

The right hand side of equation (12) is positive with respect
to inequality (8)}.

Ir Uy = 0, we can find from equation (12) with a high degree

of accuracy that the frequency of rather long waves o+l, i.e.
approaches the frequency of the inertial osclllations, whille the fre-

quency of very short waves ¢g+N, l.e., approaches the Vyalisyal-Brent
frequency.

In the absence of currents in a horizontally homogeneous ocean,
the frequency of the internal gravitational waves is invariant
relative to the direction of their propagation. It is easy to see
that in the presence of the horizontal flow it depends to a large
extent on the direction of the current, its velocity,and the
direction of propagation of the waves. In fact, in the presence /120

of a basic flow, for rather long waves we will obtain from
equation (12)

-2
U"’-—:-l?-( .__’.‘1) .
c ’
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OI" pad

11}
T — 0

—

and for very short waves

[4

a’—e-.[NBf‘i-P{,_l(c";“o)Et;—(p" %)](l_ﬂ)-z' (13)

or

'c—»21:|1—-——uL
c

[N-’ + 851 (c — 1) ;? (pc %&)]‘I!’. ‘ (14)

It is important that when there is a basic flow, generally
speaking, there may be internal free gravity waves with perilods
that exceed the period of inertial oscillations. As we can see
from formula (13) this occurs when a very long wave 1s propagating
in a direction which is opposite to the basic flow. The indicated
inerease 1s directly proportional to the ratio of the velocity of
the basic flow to the velocity of the internal wave,.

A1l of the considerations outlined above refer to a neutrally
stable internal wave (e Is a real quantity). Conslideration of the pos-
sible dynamic instability of internal oscillations obviously will
not lead to theoretically different conclusions concerning the influ-
ence of currents on the frequency of internal osclllations, but it '
may considerably limit the real frequency range-.of existence of
internal waves. ' :

Note that direct use of the method of P. Groen to equation (9)
will lead to a double inequality

Hy
1 r

d du,
VN“ + ¢ e — w) e (Pu *;5_.")

RES

1}1:

P Sl

v

which supports the correctness of the approximations employed in
deriving formulas (13) and (1h4).

4, The literature contalns numerous mentions of the phencmencn
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of a phase jump in the oscillations 1in natural observations of
internal waves [3, 4, 11, 13]. The phase jump of internal
oscillations can easily be explalned if i1t is observed in layers
where there 1s a density Jjump, lnasmuch as in this case one can
employ conclusions from the wave theory at the interface [7].

In a continuously stratified liquid, the existence of a phase
jump in the internal oscillations, generally speaking, may be
explained formally on the basis of a determination of the normal
oscillations {modes) of the system. In this case, it is easy
to show that the depth of occurrence of the phase jump in the
excited motlon does not necessarily coincide with the 1level of
the layer of the density jump. Instead, in the case 1in gques-
tion, the level at which the phase jump occurs may be deter-
mined accurately as a function of the mode of the internal
wave.,

It seems to us that the explanation of the phenomenon of the
phase jump can also be obtained by proceeding on the basis of

/12

———

the theory of hydrodynamic stability of the motion of a heterogeneous

fluid for the case of movement of a viscous homogeneous fluid,
Tollmin [8] showed that during the transition through . the critical
layer there may be a phase jump in the oscillations which govern
the exciting motion. The experiments of Shubauer and Skremsted
have supported this finding.

For a3 hetevogeneous ideal fluid, the shift of the horizontal
velocity relative to the flow frequently causes a phase jump with
passage through a eritical layer. This conclusion follows

from an analysis of the work of J. Miles [18, 19].

It may be assumed that the phase jump can arise for a certain
mode of the internal wave at the level at which the phase
velocity of a given mode is equal to the projection of the veloecity
of the basiec flow on the direction of propagation of the wave.
This assumption theoretically allows an experimental check by

performing speclial observations which can be carried out by standard

oceancgraphic instruments.

Note that a similar phenomenon of a phase jump at the transi-
tion across the coincidence layer occurs in the process of genera-
tion of wind waves by the wind [14].

5. In oceanographic observations it is sometimes advantageous
to differentiate the transformations of the wave process by
currents, i.e,, to take the Doppler effect into account. In

investigating the internal tidal waves, such an estimate was carried
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out by V.G. Bukhteyev [1] who assumed the waves propagate along
the interface between two homogeneous fluilds with uniform basic
movement in the entire system. These results can easily be
generalized for the case of internal gravity waves of any

period, propagating in an arbitrary direction in a contlnuously
stratified inhomogeneous fluid, in which the vector of horizontal
velocity of the basic flow 1s a derived function of the vertical
coordinate.

Then the distortion AT of the period of the internal wave
(the difference between the observed T, and the true T, periods)
may be found from the equation -

(15)

Since in this case u = u{z), the magnhitude of the distortion of the /122
period of internal waves 1s largely dependent upon the relationshilp
between the phase velocity of the wave and the value of the pro-.
jection of the velocity of basic flow in the direction of propagation
of the wave. Conseguently, in the general case thevvalue of AT

will differ at various - levels of observation.

The Doppler effect is assumed to be taken into account 1in
analyzing the observations that were made from a moving vessel. An
appropriate procedure has been suggested by V. Kraus [5] and K. D.
Sabinin [121. However, in analyzing the observations of internal
waves, performed from aboard an anchored vessel or by meanhs of
instruments mounted on automatic buoy stations, the Doppler effect
usually is not taken into account. However, it must be kept in
mind that the spectra of the internal waves which are obtalned may
be severely distorted because the velocity of the ocean currents
- at the horizon of the observations is not equal to zero.

"If the performance of natural observations of internal waves
is organized so that it is possible to calculate the phase velocity
of the wave, the direction of its propagation, and also the veloclty
and direction of the non-periodic currents, then according to (15),
the true period of the wave can be determined by the formula

u

u:nh_ﬂ

(4
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In conclusion, it should be pointed out that the "observer"
Doppler effect and the change in frequency (which we discussed in
points 1 and 3), physically produced by marine currents, generally
speaking, are ldentical. It is assumed in particular that the
resonance phenomena in the ocean occur at frequencies that are
modified by the presence of a basic flow.
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THE PROBLEM OF CALCULATING CLOUD COVER IN CALCULATIONS {lgﬂ
OF LONG WAVE RADIATIONAL CHARACTERISTICS OF THE ATMOSPHERE

7. P. Galakhov

In conjunction with the problem of the consideration of nonadia-
batic influxes of heat in numerical systems of weather forecasting,
consideration of cloud cover in the calculations of radiational
characteristics of the atmosphere continue to have great significance
£71l. Recently, a number of studies have been carried out in this
respect [1, 2, 91, in which the influence of cloud cover at various
levels on radiation characteristics 1is explained and the accuracy
of the calculation of these characteristics is evaluated in con-
junetion with the artificial displacement along the vertical of
ecloud layers on different levels.

Inasmuch as this problem is in a stage of development and any
attempt to e¢larify it can -only be of help for the general
solution, this article will deal with one possible way of taking
. into account the -cloud cover for the purpose of using it 1in cal-
culating various long wave radiation characteristics at several’
levels in the real atmosphere.

To determine the number of clouds at middle and upper levels
on the basis of available data on general and low cloud cover, the
present paper will use the principle of proportionality [2, 10].

We will assume that the ratio of the apparent'humber of clouds
at middle and upper levels 1s f9]:

u _ (1)

This assumption does not contradict reality: In the normal
situation, one can observe a rather large number of clouds at ‘
middle and upper levels (approximately -6 on the scale). Therefore,
the assumed proportion for the visible number must be considéred
most probable. '

Let us assume that the total visible number of clouds (N) is
the sum of the visible number of clouds 1in the lower (ny),
middle:(nm) and upper (nu) levels:
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From expressions (1) and (2) we will have

~
'_’
n
W1

|

=
|

= 0.6(N - nl); (3)

=
It

0.4(N - n}). (1)

To determine the actual number of clouds (with their positions
on the scale belng represented by analogy using g, ﬁh’ ﬁh), with

the condltion that the clouds in the higher layers are obscured
by the clouds in the lower layers, we can use the relationships

. = n

1 1°
Bo= o
m 1 - ny (5)
n
- - il
n —

u 1 - (nl + nm)
From the above, taking (3) and (4) into -account, we will have

RSN T
o 0f6 (N - nl) (6
m 1 - nl *
B 0.4(N - nl)
u | Ny, T T-0.87 = 0;4n1
if ng <-1, and _ '
no= 0.6,
m, = 0.4, (n
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if ny = L.

The diagram of a cloud model of the atmosphere is shown in
Figure 1. '
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Figure 1. Diagram of a cloud medel of the atmosphere.

UO is the ascending radiation from the ground; G is
the descending radiation from the atmosphere; Uﬁla UA
Uﬁh,-représent tne ascending and Gﬁ13 Gnh, Gﬁﬁ‘represent

the descending long wave radiation from the clouds in the
lower, middle, and upper layers, respectiively. '

1Here and in the following the number of clouds will be expressed

in fractions of one,.
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For convenience in the calculations, and alsoc due to the lack
of precise data on the altitudes of the upper and lower limits of
the clouds in the model, the cloud layers were reduced to a
film and considered to be located at levels of 900, 600, and 400 mb,
which is supported by average data on the altitudes at which the
lower, middle and upper layers occur, respectively [6]. ©Cn the
other hand, it is mentioned in [2] that artificial displacement of
clouds from the lower level along the vertical within 500 meter
limits and clouds in the mlddle level within the limits of 1 to 1.5
kilometers introduces -an error on the order of 15% in the calcula-
tions, which 1s withlin the limits of accuracy of calculation of the
radiant energy fluxes.

Calculation of radiation at any level in the atmosphere under/126
cloudy conditions essentially boills down to finding the total
radiation which travels from the subjacent surface and from the
atmosphere 1n a cloudless interval and the radiation that reaches
this level from the clouds on various levels, with consideration of
their coverage.

Let us determine the cloudless interval A in the presence of
(for example), three-layer cloud cover:

AZI'—('& +”m'"?*”'“). . (8)

Substituting from (5) the apparent number of clouds in reality, we
will have

Azl [r + (1 g gy A J1— 1)+ (1= 1), (9)

We transform equation (9)

= (1=} {1-7) (1 —7,). (10)
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Tor a two-layer eloud cover, eXxpression (10) 1s Simplified as Tollows
A=(—mp—n). - R (11)

_Let . us find that part of the clouds on the lower level whose.
radiation travels up t0 @ certain level that is located above the
middle and upper clouds. To do this 1t is necessary to take 1nto
sccount the coverage of the clouds on the lower level by the clouds
on the middle  and upper levels. The desired portion of the cloud
cover in the lower level 1is written in the form - .

Ap= g (L= ng) (1 —n,). - (12)

By analogy, in calculating the radiation at any level, it is
possible to determine both the cloudless intervals and the
portions of the clouds on various levels whose radiatlon reaches
the level where radiation fluxes are calculated.

Let us examine the case of an ascending flux. Taking into account
the above and applying the principle of proportionality, we obtaln
the total fluxes at the followlng levels {in millibars):

800
700 ¢ Uy (1~ i) + Uny;
600
500 - — - -
4m)}L&(l—ﬂhjﬂ-—nm34—Unﬂ1—*nwm
300 U - — - - - -
200 0(1_"1"“'_n'mx‘(l__anu.)i'u”'m(l"""'p)'(l’-Bﬂu)'i‘ (13)
100 +Un (1~ 8n,) + eUn,, '
In the case of descending radiation, by analogy we will /127

have at these levels
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500 - -

600}6(1‘-611.-.‘-+60n.; - (18)
700 A
800 t G(1 —sm,) (1 —7,,) -+ Gr, (1 — n + Gn,;
900 ‘

and. at ground level G(I_ﬁgm(ln_am)u__gn.%aaaﬁl__Eﬁy(lﬁ_ﬁn-y
| + Gro(l —ng) -+ Gny,

where 4 = 0.5 is the coefficient of grayness [9].

Equally important is the solution of the problem of the
radiational and absorptive capacity of the atmosphere and the clouds
at various levels. However, in all of the recent studies the
radiation of the atmosphere as well as the clouds in the lower and
middle levels has been considered to be absolutely black, and for
clouds in the upper level the coefficient of greyness is used [2, 8,

91.

This system for taking cloud cover into account for the purpose
of determining the degree of its adaptability was used in the well-
known method of calculating long wave radiation characteristics of
- the atmosphere. '

As the original data for calculations, the following equations
were employed, given in [2, 3, 5, 9]. '

Ulz) = E(T,) P (p) + [ E(T) dP (w);
Q

(15)

G(2) = — [ E{T)dP {u):
(2) 65_ (T)dP (p); (16)

] H =00] “f!;l'“+‘e—f"" P P\: |

. H,0 ) P?fl P ( -1 ;),, (17)
P4, co, = 0,552 107° (P!4, — p1¥), (18)

7457
& =6,1-1055 L, (19)
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where U(z), G(z) are the ascending and descending long wave
fluxes at the 2 level, respectively;

g(T )=oT! is the radiati
n n :

temperaturé T, (Th
subjacent sur?ace,
0.826 + 10-10 ¢alori

Stefan-Boltzmann co

g =

on of an absolutely black body at a
représents the temperature of the
cloud filgs and levels);

es per cm 'min.degree --the
nstant’; :
transmission (taken from

P(u) is the integral function of

the data of K. Ya. Kondrat'yev and Kh. Yu. Niylisk

(5103

U i ngosH i cop

centimeters of the reduced layer

3

e, is the water vapor tension in the i-th layer, mb;

T; is the dew polnt at the i-th 1evé1;

_is the effective mass of water vapor and
earbon dioxide in the i-th layer of the atmosphere in

/128

P; 1s the pressure at the

calculation of the number of cl

to formulas (6).

atmosphere (see Figure 1),
used as the upper limit.

in which
Integratio

was carried out by the method of trapezoids.

the calculations consisted of many .y
ture values, dew points at basic iso

i-th level, mb.

ouds is performed according

The calculations used a nine-layer model of the

the 100 millibar level was

n of equations (15) and (16)-

The original data for
ears worth of monthly tempera-
barlic surfaces and new data on
These calculations were performed

general and lower cloud cover [e].
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l 7‘7 = ' .
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during the central months of the various seasons for the territory
of the USSR at 91 points. As a result, it was possible to obtain
the number of clouds in the upper and middle layers as well as
various radiational characteristies (ascending and descending long
wave fluxes at these levels).

It is interesting to compare the calculated and experimental
data on the amounts of clouds at middle levels. Figure 2 shows
the average number of clouds on a scale of values in the 3-5
kilometer layer (middle level), determined by means of airecraft
sounding,: and calculated data on the number of clouds on the middle
level. As we can see from the figure, these data show satisfactory
agreement with each other.

Figure 3 compares the calculated and averaged (for the /129
period from 1 to 15 July 1966) satellite data on the outgoing '
radiation [11] over the territory of the USSR. &It should be pointed
out that the average cloud situation in July colnecided with the
situation for cloud cover during the period from 1 to 15.July 1966.

The differences that exist can be explained by the fact that the
calculation was carried out on the basis of average data for many
years on temperature, dew point and cloud cover, and the averaging

of the satellite data was performed for a specifie, incomplete .
month. . L

i \ T R e R ' e 0 300
) 3 c’f.r_:j:\,::;,a“ 5=
L= e e e ..-as% "
Y s e L --._ﬁ.--% 3 _:‘
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Figure 3. Calculated (1) and averaged (2) satellite data on outgoing
radiation, calories per ecml*min,

[ —

Obviously, this system for determining the cloud cover 1is far
from complete, but its testing has resulted in a number of posifiv-
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findings and in particular a coincidence of experimental and
calculated amounts of cloud cover at middle levels, as well as the
values for the radiation fluxes at the upper limit of the atmosphere.

Heﬁée, the proposed system may be recommended for use 1in
calculating long wave radiation characteristics of the atmosphere.
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RECONSTRUCTING THE VERTICAL PROFILE OF HUMIDITY ON
THE BASIS OF THE VERTICAL PROFILE OF TEMPERATURE

T. 1. Bazlova

In temperature sounding of the atmosphere by the method of
thermal location in the absorption bands for carbon dioxide and
molecular oxygen, it is necessary to take into acecount the
attenuation of radiation by water vapor. Data obtained from "
radigsondes indicate that the vertical temperature and humidity
profiles in the atmosphere are closely linked to one another..

On the basis of the general features of the dlstribution of
water vapor 1in the atmosphere, an. empirical formula was proposed
linking the change in hamidity with the change in temperature and
altitude [2]

Pv%: f'-vlexp [a (ty— ) —-—ﬁ(zg.“—z:)]. ‘ (1).

where o, and Py are the density of water vapor at levels zé and zi;
teland tl represent the air temperature at these same levels;
o andg are the variable coeffieclents. '

Let us examiné briefly how this formula was obtained.

The‘dgnsity of water vapdr is determined from the following
relationships
o ey fE

N PW:“; R‘T _ RvT ]

(2)

where e is the water vapor tension;
Ry is the gas constant;

T 1s ‘the temperature degrees Kelvin;

f is the relative humidilty; and

E is the maximum water vapor tension, saturated with respect to
water (the film hygrometer reacts to the liquid phase of
water (31]).

According to the Magnus formula [4]
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———

-E:-E‘,-IOH‘ ‘

(3)
where EO = 6.1078 mb, - /132
a = 7.63%° deg™" and :
b = 241,9°,
t is the temperature in °C.
Substituting expression (3) in (2), wewill obtain
fE at
— ¢ 1P+
P =R 10 ()
Let us determine the change in the density of water vapor be-
tween two levels
Ba B Ty ypfettn mu,um] (53
P,  h TEPlernesm

Let us establish the relationship between the density of water
vapor and the temperature in the form of an exponent

Py Lo abn 10
Sa~expu (f—t), o =_- 8110
Pay | 2 PTRT RGBT iy (6)
The results of the calculations of the coefficient @, are
shown below: ‘ ‘ ‘
tys °Currunn.. .0 =10 -20 -39 0 -20 -20
t2, °C ceree s 0 -10 -20 -30 -50 =50 -70
S EEEEREEEE 0.072 0.079 0.086 0.094 0.092 0.100 0.111

As we can see oy rises as the temperature decreases in the layer
in question. '
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- The relative humidity decreases as the temperature rises
and increases when temperature falls, In an inversion layer the
temperature increases, forms a stabilizing layer beneath which
moisture accumulates, cloudiness develops, etc., while above the
cloud layer the relative humidity decreases rapidly so that on the
average the general tendency for 1t to decrease with increasing
tenmperature 1s retained:

'?‘""exP [— o (t — )]

! ' (7)

The relative humidity has a general tendency to decrease with altl-
tude:

L~ exp |~ Bz~ 2.

(8)

Substituting equations (6}, (7) and (8) in (5) and taking into
~ T
account that ~1 is close to unity, we will have

133

T,
g
- ;fz = exp [(@ — ag) (£ — &) — B{z; — 2}
Yo | (9)
Letting a, ~ o, = a, we will obtain formula (1). The /

values of the goefficients « and g are détermined on the basis
of radiosonde data by means of the method of least squares.

I r

gt fn (g&) D tu—ty—r 3 ttu—ty tn (___t_)

Pyn
1 f iz i=1 Pry;

i

. _ : /s, & (10)
[ 2 t— I —r Xt — ity

=1 =1

A==

¥
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P A . Bugs | O

N in (fra byt — ¥,y —t) In (-—-’*-’-L) (t: — ti

f‘lln Fog; f.2=l( o =~ Pvii !%I
B="—

{==1 M

r 2 r ( ll)
(2:— ) {[i§1 (42 — ili)J - rl1§1 (s — fu)’}

whnere r is the number of soundings.

At the present time, radiosondedata on humidity can be used
reliably only up to an altitude of 5-6 kilometers. Above this, the
data from film hygrometers are unreliable because there is an
increase in inertia and a decrease in sensitivity of the humidity
sensors at low humidity levels and low temperatures. Measuremehts
of humidity in the stratosphere by means of spectral methods and
condensation hygrometers 1.5-9 indicate that the stratosphere is
much dryer than would be indicated from radiocsondedata. The
specific humidity at altitudes of 10-30 kilometers is 2.10-0 to

15-1076 . /g

Inasmuch as the conditions for formation of the humidity pro-
file in the lower inversion layer and the upper troposphere are
different, we have established three layers of the atmosphere:
0-1, 1-5 and 5-27 kilometers.

‘ Tables 1 and 2 show the values of the coefficients o and B

for the first two layers on the basis of radiosonde data. Table 3
glves the values of o and B for the third layer: in the first case,
the aectual value of the specific humidity at the 16 kilometer level
1s used while in the second%&especific humidity at the 16 kilometer
level is assumed to be 5-310~° g/g.

Formula (1) contains three unknown parameters: coefficients

o and B and the density of water vapor le at the lower level Zq -

The coefficlents a and B are determined on the basis of statistiecal
data while Py is determined onh the basls of"boundary conditions.

Using formula (1) we can solve two problems.

1. Determination of the vertical humidity profile 1f we know
the vertical temperature profile and the relative humidity on the
ground (observation from below)

1&&.10(ﬁ%t_2l (12)

%™ RuTo '
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P Po®XP el — ) — B —2)). (13)

For any intermediate level

Py = P'l*ti-u' exp [“l (fe = tia) —B(2— 2,10 : ( ill)

On the basis of the density of water vapor, the relative humidity
can be determined: . : :

RyT; 102

fi = P“"-"—-—-mi .
B0 o (15)

We then check to see whether f. is greater than 100%. If'fi

is equal to or greater than 100% then a correction is introduced

in p '
!

‘ . WEEn b+fl-
?Vi_ _ R”Ti " 10 -

(16)

The value of p,, is caleulated according to the corrected {133
o TR . S
value*of'p*v'

i

PWHJZ%EHW“U&r—#)*ﬁﬁnlmﬁﬂ-7 ' an
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TABLE 1. VALUES OF COEFFICIENTS « AND g

Amderma

Tixie Bay

Amderma

Tixie Bay

Station r zl=0, 22=lkm zi=1km, : z2=5 km
a B a B
Winter (Wovember-May)

KXheys. Isliand 3‘-! 0.080] 0.048 0.a70 0.15’4

37 0.073] 0.1211 0 n63 0.182
Cape- Zhelaniya 39 0,-06“ 0.0711 0.058 0.170
Belyy Island 38 | 0.080] 0.037| 0.073 0.122
Vize Island 48 0.079] 0.038} 0.088 0.066
Dikson Island 48 0.068] 0.003 0.078 0.114
Cape Chelyuskin [ 14 | 0.072( 0.035| 0.034 0.293

38 0.079] 0.014| 0.072 0.116
Kotel'nyy Island| 40 0.081}f 0.050| 0.050 0.199
Zhokhov Island | 24 0.067( 0.044] 0.084 0.076
Ayon Island 37 0.069] 0.067] 0.084 0.076
Wrangel Island 56 0.069] 0.018{ 0.069 0.154
SP-10, 13, 14 16 | 0,106] 0.209]| 0.084 0.076
All Stations 469 0.0761 0.039| 0.072 0.127

Summer (June-October)

Kheys Island 28 0.002] 0.265) 0.062 0.166

40 ] o.ou44| 0.132] 0.018 0.436
Cape Zhelanlya 32 0.032¢y 0.1721 0.077 0.069
Belyy Island 43 0.049] 0.249] 0.048 0.242
Vize Island 43 0.037}f 0.154] 0.024 0.598
Dikson Island 41 0.052] 0.117| 0.076 0.108
Cape Chelyuskin [ 20 0.029| 0.293} 0.082 0.044

23 0.018) 0.269( 0.006 0.518
Kotel'nyy Island| 32 0.040) 0.197)] 0.091 0.043
Zhokhov Island | 18 0.022] 0.278] 0.016 0.448
Ayon Island 63 0.033{ 0.210] 0.021 0.361
Wrangel Island 4o 0.026( 0.200[ 0.054 0.185
SILIO, 13, 14 18 0.041] 0.288]| 0.068 0.125
All Stations yhy 0.034] 0.194 0.037 0.289
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TABLE 2.

YALUES OF COEFFICIENTS o AND B

Station r z,=5km l z2=16 km,| r z —51ml Z —16 km,
416 actual q16_5 10~ g/g
o 8 a L _ B
: Winter (November-Mawi) - N
Kheys Island 34 0.091 0.058 34 0.0L15 0,448
Amderma i = - —— 37 0.024 0.448
Cape Zhelanlya 3¢ 0.091 0.060 39 0.016 0.455
Belyy Island - = - 38 0.030 0.432. .
Vize Island - .= -= Lg 0.017 0.451
Dikson Island 48 0.092 0.058 48 0.008 0.455
Cape ChElyUSkin lll 0.087 0.065 ].Ll 0-016 0-516 '
Tixie Bay .38 |-0.088 0.061 38 0.007 0.473
Kotel'nyy Island 40 | 0.092 0.053 40 0.010 0.471.
7hokhov " Tsland | 2% 0.082 - 0.056 24 0.028 . 0.h449 .
" Ayon Island - —= - 37 0.050 0. 427
Wrangel Island 55 0.079 ¢.073 56 0.032 0.438 .
sP-10, 13, 14 10 0.102 0.054 16 0.008 ¢} 0.459
A11 Stations 375 0.091 0.057 469 0.018 | 0.453 -
summer (June-October)
Kheys 1sland 28 0.066 0.113 28 0.028 " 0.526
Amderma 40 0.067 0.093 40. 0-0‘45 0.1176
Cape Zhelaniya | 32 0.074 0.089 32 0.056 0.473°
Belyy Island 43 0.062 0.125 ] 43 0.041 0.496. .
Vize Island 40 0.055 0.138 - 41 0.049 0. 472
Dikson Island - 20 0.064 0.113 20 0.068 0.430
Cape Chelyuskin b1 0.057 . 0.128 41 0.036 | -0.502"
Tixie Bay 28 0.060 0.120 28 0.059 0.440
‘Kotel'nyy Island 32 0.0L8 0.132 32 . 0.045 0. W69
Zhokhov Island 18 0.0580 0.143 18 0.045 0.468
Ayon Island - - : -- 63 0.049 0.474
Wrangel Island 41 0.0L6 0.156 L] 0.036 0.503
sp-10, 13, 14 18 0.101 0.215 18 0.010 0.539
A1l Stations 428 | 0.058 0.125 hiy 0. M83

0.044
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2. The determination of the vertical humldity profile on
the basis of the known temperature profile and the moisture content
of the atmosphere (observations from above),

Let us calculate the moisture content of the atmosphere,
integrating the density of the water vapor

H n Zf4) ‘ '
W=.Y pdz = Y, j‘ prexp [a{f— 1) —B(z —2)] dz. (18)
o j=u 3

We will assume that the temperature gradient in the layer /136
from Zj to Zj+l is constant

_ Yt
="z 0=y (19)

Then the temperature at any intermediate level will be cal-
culated according to the formula

t=t,—1(z —z;).

(20)
Substituting (20) in (18), we will have
n ’j;H
W=y | exp[—(ey+0) (2 —2)ldz =
=0 z
1 j 1 ’ 4 (21)
= 3 o~ ayp) texp [~ Gr+ ) (21, ~ 2)) - 1):
=y
e N ol A2 S
= E ﬂ(tj+l—t1)* Flem—2) exp[a(tj—to)-—ﬂ(z, —2)] X (22
2

X [exp [a( J+1 t!) @(ZIH _'zf)] - ll'

If in some layer ay+p turns out to be equal to 0, the
contribution of this layer to the total sum will be equal to
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P"(z}-irl_'z!) exp [a(t} - to)—'ﬁ(z]"‘zo)l- : (23)

Formula (22) makes it possible to determine the density of water
vapor at the ground on the basis of the known moisture content of the
atmosphere. Further construction of the vertiecal humidity profile
takes place according to formulas (14)y, (16), and (17).

Figure 1 shows the results of construction of the vertical

humidity profile for Vize Island. In the calculations, the values
of coefficients o.and g shown in Table 3 were used.

- TABLE 3.

VALUES OF COEFFICIENTS o AND g
Layers Winter (November-May) Summer (June-October)
a ' 5 2] =3
0-1 kilometer 0.08 0.04 0.03 0.19
1-5 0.07 0.12 0.04 0.29
H-27% 0.09 0.06 0.06 0.12
S5-27%% 0.02 0.45 0.04 0.48

*q16——actua1

Tn determining the functions for transmission of the atmosphere /137
it is necessary to know the density of the water vapor, but '
description of the distribution of water vapor in the atmosphere
most frequently makes use of the specific humldity function. There-
fore, all of the graphs are plotted for the distribution of gpecific
nhumidity by altitude. ‘The transition from p, to g is carried
out according to the formula o

= R‘ T
q 0.6229*(—“-—;, . _ | (24)
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A comparison of the calculated profiles of humidity with the
actual ones showed that the assumption of agreement of the
temperature and humidity profiles was valid. Cholce off coefficients
o and B was made on the basis of statistical data concerning the
distribution of tempersture and humidity in the atmosphere. Since
o iz a function of temperature and B depends upon conditions of
formation of the distribution of water vapor, division into seasons
and regions must be guite clear. It 1s apparent from Table 2 the
coefficients o and B change slgnificantly from one station to
another.

Zgm

26d @

20- ' . ]

-8

Figure 1. Distribution of specific humidity 1n the atmosphere:

a--Probe no. 148, 25 February 1963; b--Probe no, 192,

26 ‘November 1966. 1l--actual profile of specific humildity;
2-Teconstructed profileon the basis of the known humidity
at the ground (a and B under the condition g 6 al)
3__prof11epeconstructedaccording1u3the know% m%igﬁure
contact of the atmosphere (g and g under the condition

A6 actual)' Y-—profile reconstructed on the basis of the

known humidity at the ground; 5--profile reconstructed
according to the known moisture content of the atmosphere
{a and g under the condition Qg = 5.10-6 g/g).
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Figure 2.

6LT

154

s
w4 /7

ag/g

Mean square deviations of calculated profiles of specific humidity from
the actual values for winter (a) and summer (b): Il--average profile of
specific humidity; 2--mean square deviation of actual proflles from the
average; 3--mean square deviations of actual proflles from the caleulated
values on the basis of known humidity at the ground (o and B under the
condition qlb actual)l Ue—mean square deviations of actual profiles from

the calculated ones on the basis of known moisture content of the atmo-
sphere (o and B under the conditions of dyg actua1)5 5-—mean square devia-

tions of actual profiles from thdée caleculated on'the basis of a known
moisture content of the atmosphere (o and 8 under the condition q16 =

5.‘10'6 g/g).



Figures 2 a and b show the mean square deviations of the ac-
tual profiles of specific humidity from the calculated ones.
These deviations are much less than the devlations of the actual
profiles from the average, l.e., the calculated profiles
"déscribe the distribution of the humidity more exactly than the
average profile. The exceptlion is the layer of atmosphere above /139
18 kilometers (in summer). The data on the distribution of
humidity above 16 kilometers were not used in determining the
coefficients « and B, so that 1t is impossible to require coincidence
of ealculated data with actual data at altitudes above 16 kilometers.

For a more precise description of the distribution of humidity
1n the atmosphere, it is necessary to increase the number of layers
in which coefficients @ and 8 are determined. For example, it is
necessary to divide the layer from 5 kilometers to the tropopause,
from the tropopause to 16 kilometers, and from 16 to 27 kilometers.
It is better to carry out the calculations on the basls of the
coeffiecients o and B, obtained for a given station, and not
determined for all Arctic stations.

The humidity profiles calculated with coefficients a and B,
caleculated with the condition of a dry stratosphere (ql6 = 5.10-6

differ significantly from the actual humidity profiles in the
stratosphere. Obviously, film sensors increase the values of
humidity, but it ic impossible to assume that the stratosphere

at all levels andat %}1 seasons of the year 1s always dry to the
same extent (dw 197° g/g), Simultaneous sounding

of the humidity In the atmosphere by several methods would be of
great value: weight, spectroscopy, condensation and film sensors.
This would make it possible to determine the accuracy and correction
of the radiosonde data. -

5/8),
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ABSTRACTS OF ARTICIES

Ye. P. Borisenkov and 0. M. Fedorov. Automated System for Measurement, Collec- -
tion, and Processing of Hydrometeorological Data Aboard Scientific Research
Vessels of the GUGMS (SIGMA-s). (p. 1)

(Translation of "Avtomatizirovannaya sistema izmereniya sbora i obrsbotki
gidrometeorologicheskoy informatsii na nauchno-issledovatel'skikh sudakh GUGMS
(SIGMA-s}.")

The authors diseuss the automated system mown as SIGMA-s for the
measurement, collection, and processing of hydrometeorological data
aboard sclentific research vessels of the Hydrometeorological Service,
The varicus components of the system and the interfacing

between them are described, as well as the projects that the systiem
is equipped to handle, .

I. A. Dyubkin. Software for the SIGMA-s. (p. 19)
(Translation of "O matematicheskom cbespechenii SIGMA-s.")

The software needed for the SIFMA-s is described.

Various mathematical procedures, such as introducing corrections and
parameters, interpolating for depth and altitude, isolating special
points and layers in the distribution of hydrameteorological elements,
smoothing of .signals from sensors, critical analysis of and setting up
the results in graphs and tables, coding of the data into information
carriers, and recording of the data, are presented.

I. A. Dyubkin and I. I. Lodkin. The Problem of Organization of a Coastal
Coordinating Computer Center. (p. 34)

- (Translation of "K voprosy organizatsiy beregovogo koordinatsionnovychislitel!-
nogo tsentre.")

The authors provide the fundamental principles of the operation of a
coastal coordinating and camputing center under conditions of automation.
Special attention is devoted to the work of Coastal Computer Center

of the Arctic and Antarctic Scientific Research Institute. This

center generalizes from data collected in expeditions and also from
observations made at polar stations.
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I. A. Dyubkin, L. N. Klyukbin, and V. A. Romantsov. A System of Automated
Processing of Deep Water Hydrclogical Information. {(p. 49)

(Translation of "Sistema avtomatizirovannoy obrabotki glubckovodnoy gidrologi-
cheskoy informatsii."”)

An automated system for primary and scientific ahalysis of deep water
hydrological information is presented. Primary  processing of the data .
in this system is carried out on-a drifting station, which also
calculates the parameters of vertical stability of the sea layers,

as well as their depths and altitudes. Methods of processing the

raw data are described. o : :

0. 8. Zudin and B. A. Nelepo. Error in Interpolation and Choice of the Range-
of Discreteness in Measurements in a Hydrophysical Field. {(p. T1)

(Translation of “"Oshibka interpolyatsii i vybor intervala diskretnosti izmereniy
na gidrofizicheskom pole.")

Errors in interpolation and the choosing of the range of discreteness
when making measurements in a hydrophysical field are discussed.
Equations for optimum interpolating based on the theory of linear
interpolation of stationary random sequences are rresented; analogous
equations are derived for the case of data ¢ollected at stations
located at the apices of a right triangle. ‘

V. A, Stepanyuk. The Problem of Selecting an Optimum Frequency for. a Measuring
Generator in Determining the Value of the Hydrophysical Psrameter With a Given
Accuracy. (p. 80)

(Translation of "K voprosy vybora optimal'noy chastoty izmeritel'nogo generatora
pri opredelenii velichiny gidrofizicheskogo parametra s zadannoy tochnost'yu".)

The selection of the optimum frequency for a measuring generator for
determining the value of the hydrophysical parameter with a given
degree of accuracy is discussed. Methods from information theory
for measuring generators are desgribed. Conversion of the frequency
of generators. into digltal form Ly means of statistical averaging

is also described. -
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Ye. P. Borisenkov. ©Small Parametric Model of the Precomputation of Meteorologi-
cal Fields on the Basis of Complete Equations and Tts Energetic Analogs. (p. 85)

(Translation of "Maloparametrlcheskaya model’ predvychlslennlya meteorologi-
cheskikh poley po polnym uravneniyam i eye energeticheskiye analogi.")

A small parametric, nonadilabatic model for preecomputation of meteorological
fields on the basis of complete equations, along with its energetic
analogs, are described. The model incorporates integral characteristics
of the camponents.of the wind speed and the analogous functions of the
total fluxes of the ocean, and uses a Carteslan iscbaric system of
coordinates.

A. P. Nagurnyy. ZEstimate of Heat Fluxes on the Subjacent Surface {According to
Data From Synoptic Analysis. (p. 112) o

(Pranslation of "Otsenka potockov tepla na podstilayushchey poverkhnosti,(po
dannym sinopticheskogo analiza.")

The author discusses several methods of estimating heat fluxes from
nonadiabatic sources distributed over a subjJacent surface. Data
calculated by synoptic analysis for the entire northern hemisphere
from aerclogical soundings at. the AT and AT 40 level, along with
the temperature of the subjacent sur?gges were gs A polytropic
model of the atmosphere is used in order to avoid the problems posed
by the lack of any complete theory of heat transfer in the lower
atmosphere.

Ye. P. Borisernkov. A Small-Parameter Model of Circulation in an Homogeneous
Baroclinic Ocean. (p. 121)

{(Translation of "Maloparametricheskaya model' tsirkulyatsii v neodnorodnom
barcklinnom okeana.")

A small-parameter model of circulation in an homogéneocus
barcelinic ocean 1s presented. The principles common to
the constructlion of small parameter models and certaln
energetlc principles developed in connection with
atmospheric processes are made use of. These principles

have already been applied in the study of processes in a
baroclinic ocean.
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V. G. Savehenko and V. R. Fukg. The Problem of the Influence of Ocean Currents
on. Free' Internal Gravity Waves. (p. 11+5-)

(Tranélation of "K voprosy o vllyanll morskikh techeniy na svobodnyye vnutrennlye
gravitats 1onnyye V::)ln:,gr ") :

The 1nfluence of ocean currents on free internal gravity
waves '1s discussed. The dependence of the parameters of
gravity waves on the characteristics of stationary

marine currents is described. The necessary conditions for
existence of these waves are obtained, and the phenomenon

of abrubt changes in phase of the internal osclllation
with depth 1s explained.

V. P. Galskhov. The Problem of Caleulating Cloud Cover in Calculations 'of Long
Wave Radiational Characteristics of the Atmosphere. (p. 159)

(Translation of "K voprosy ycheta oblastnosti pri raschetakh dllnnovolnowkh
radiatsionnykh kharakteristik atmosfery.")

This article describes the results of calculating the fluxes
of outgoing long wave radiation, taking cloud cover into
account, on the basis of mean monthly data. A three-level
and a nine-level model of the atmosphere 1s used, the latter
with a one-hundred millibar level as upper limit. Data

used in the calculations had been collected over many years.

T.. I, Bazlova. Reconstructing the Vertical Profile of Humidity on the Basis of
‘the Vertical Profile of Temperature {p. 169)

(Translatlon of Vosstanovlenlye vertikal'nogo profllya ‘vlazhnosti po vertikal'-
nomi profilyu temperatury.™)

The vertical profile of humidity 3in the atmosphere is
developed on the basis of the vertical profile of temperature
using an empirical formula linking changes in humldity with-
changes in temperature and altitude. The atmosphere is
devided into three layers by altitude, since the conditions
for the formation of humidity varies wilth altitude.
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